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PREFACE 

Future commentators on the utilization of 
space may well refer to the 1990s as the decade of 
the microsats. In just a few years, we have wit- 
nessed a remarkable change in philosophy-a 
new paradigm in a sense-toward the capitaliza- 
tion, management, development, deployment, and 
operation of space assets for remote sensing, com- 
munications, and navigation. “Bigger is better” is 
out, at  least in some circles, and “smaller is beau- 
tiful” is in. 

Among the reasons for the shift in our ap- 
proach to space exploration, particularly for Earth 
orbiter applications, are (a) recent technological 
innovations and attendant cost reductions, 
notably in digital circuitry, small satellites, and 
launch systems, (b) an expanding global market 
for space-based services, (c) the marked reduction 
in Cold War tensions and the consequent accessi- 
bility to the commercial world of key Department 
of Defense (DoD)-developed technologies and 
space system elements, and (d) shrinking federal 
budgets. 

Although the ramifications of this revolution 
are only now becoming discernible, the new mil- 
lennium should be ushered in by a virtual explo- 
sion in the number and diversity of applications of 
Earth orbiters and supporting ground informa- 
tion systems that are being implemented by orga- 
nizations within a number of countries. Within 

the United States, dedicated constellations of small 
and moderate-sized satellites are  now 
being considered for deployment in the late 1990s: 
IRIDIUM, Globalstar, Odyssey, and the Teledesic 
Constellation. These should be contrasted with 
the very large and enormously expensive multi- 
purpose platforms such as Space Station and 
Earth Observation System (EOS). For Earth 
orbiters, NASA’s “faster-cheaper-better” aphorism 
aptly describes the ongoing restructuring of the 
utilization of space, except that it is no longer as 
centralized within the province of a few capital- 
intensive federal agencies and their defensdspace 
contractors. Future diversification and expan- 
sion in space should involve a broad participation 
by industry in all aspects of space systems (and 
result in a corresponding increase in economic 
risks and returns for that sector). New space 
ventures should benefit from partnerships and 
consortia involving industry, federal agencies, 
and leading-edge research laboratories such as 
the Jet Propulsion Laboratory (JPL). 

We describe in this monograph a particular 
remote-sensing application that is well suited to 
this new space milieu: the radio occultation tech- 
nique. This technique was pioneered by JPL and 
Stanford University over 30 years ago for study of 
planetary atmospheres and ionospheres. We de- 
scribe a satellite limb-sounding mission concept 
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that uses the Global Positioning System (GPS) to 
probe the Earth’s atmosphere. This technique 
offers an innovative approach for monitoring glo- 
bal atmospheric temperatures, pressures and 
moisture distributions with high accuracy and 
spatial resolution and for studying the ionosphere. 

The GPS receiver aboard a microsatellite in a 
low Earth orbit (LEO) tracks the high precision 
L-band navigation signals from the constellation 
of GPS satellites. The GPS satellites broadcast on 
two coherent radio frequency carriers that are 
separated in frequency by 350 MHz. The funda- 
mental measurements made by the receiver are 
the phase and signal strength of each carrier, 
which are sampled a t  a rate up to 50 Hz. 

When the LEO receiver tracks a GPS satellite 
that is observed to rise or set through the Earth’s 
atmosphere (that is, a satellite being occulted by 
the Earth), the arrival time of the received radio 
signal is retarded because of the refractive bend- 
ing and slowing of the signal as it traverses the 
atmosphere. By measuring the change in carrier 
phase over the entire occultation event, about 
1 minute in duration for the neutral atmosphere, 
we can determine the atmospheric refractive in- 
dex as a function of altitude. Pressure and tem- 
perature profiles can then be derived through a 
downward integration using the gas law, the 
known linear relationship between refractivity 
and density of dry air, and the assumption of 
hydrostatic equilibrium. This technique also re- 
quires (for satellite ephemeris control and elimi- 
nation of oscillator errors) a globally distributed 
ground network of GPS receivers that are concur- 
rently tracking all observable GPS satellites. The 
data streams from the ground network and the 
LEO are synchronously combined (by interpola- 
tion) at a central facility and processed in parallel 
to form high accuracy positions and velocities of 
all the satellites including the LEO, and generate 

highly precise differential phase residuals of the 
retarded signal arriving at the LEO from the 
occulted GPS satellite. All instrumental biases 
are eliminated because the concurrent and syn- 
chronous observation set enables us to remove the 
effect of instrumental (transmitter and receiver) 
phase delay and oscillator errors in the measure- 
ments and because signal processing circuitry in 
the receiver is digital. 

A single LEO observing both rising and set- 
ting satellites would provide about 500 globally 
distributed temperature profiles daily with 
sub-kelvin accuracies over altitudes of -8-45 km. 
The vertical resolutions would be comparable to 
those from the best limb sounders (c1 km). The 
technique is essentially all-weather and unaf- 
fected by clouds and particles. 

Below the tropopause, the presence of water 
vapor limits the accuracy of temperature recovery 
because of uncertainty in the distribution and 
relative abundance of the water vapor in the 
troposphere. The refractivity of a mole of water 
vapor for microwaves is about 17 times that of dry 
air. On the other hand, we can exploit this high 
sensitivity to recover water vapor profiles in the 
troposphere by using meteorological models and 
other sensor information for temperature and 
pressure to separate the dry air and water vapor 
signatures on the tracking data. With this 
approach, the LEO can also chart much-needed 
water vapor distributions in the lower troposphere, 
particularly over tropical oceanic areas. 

From the time series of the difference in phase 
on the two L-band carriers that are measured by 
the LEO receiver, the change in the integrated 
ionospheric electron content along the line be- 
tween the GPS and LEO satellites can be precisely 
determined (to less than 0.1% of the total). With 
this technique, tomographic studies of ionospheric 
electron distributions can also be undertaken with 
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the combined LEO space platforms and GPS 
ground tracking network. 

Because the GPS radio occultation technique 
is free of instrumental biases, it can also serve as 
a calibration system. An operational radio occul- 
tation system that provides long-term coverage 
will furnish an absolute standard for calibrating 
other global change monitoring instruments to 
ensure long-term stability in their atmospheric 
measurement series. 

A virtue of this mission concept that sets it 
apart from most remote-sensing systems under 
consideration for global change monitoring is its 
potential for very low cost (less than approxi- 
mately $5M) per satellite. This is achieved through 
the use of small, dedicated satellites and through 
the exploitation of small payload launch opportu- 
nities. The low cost and short deployment cycle for 
this class of mission arise from several factors: 
(a) the maturity and low cost of microsat technol- 
ogy, (b) the proliferation of commercial enter- 
prises engaged in microsat and launch systems, 
(c) the enormous progress in GPS-specific very 
large-scale integration (VLSI) circuitry, and (d) 
the high degree of heritage and synergy in GPS 
and radio occultation data acquisition and pro- 
cessing systems provided by related programs 
such as NASA's Geodynamics program. Because 
of low cost and modest payload requirements, a 
number of innovative risk management strate- 
gies are economically feasible, making inexpen- 
sive (as low as $200k) launch opportunities pos- 
sible. Costs of operations and occultation data 
processing systems are also low because of modest 
data rates (-65 Mbytes/day/LEO) and because 
these systems build on an existing 30-year heri- 
tage in radio occultation data processing and use 
established automation techniques. 

A single LEO continuously operating over a 
nominal 5-year lifetime would return about 

1 million occultations, which works out to roughly 
$lO/occultation, including the costs of operations 
and data reduction. This cost figure can be com- 
pared to the average cost of a radiosonde, which is 
about $200, including associated labor costs. There 
are about 365,000 radiosonde launches made by 
the United States over a 5-year period. 

What about disadvantages of the GPS radio 
occultation technique? A limb-sounder's accuracy 
depends, to some degree, on the atmospheric re- 
fractivity being invariant along equipotential sur- 
faces,* at  least over distances comparable to the 
horizontal resolution, roughly 300 km. Because 
water vapor is not easily modeled, recovery of 
accurate temperature and pressure profiles with 
the technique is essentially limited to altitudes at  
and above the upper troposphere, although in 
very cold geographical regions devoid of water 
vapor the technique should yield good results 
down to the Earth's surface. Certainly the lower 
troposphere in temperate and tropical regions is a 
formidable medium for a microwave limb-sounder 
to operate in because of the propensity for severe 
spatial inhomogeneities in atmospheric refractiv- 
ity. During an occultation, the amplitude of the 
received signal is altered through defocusing and 
multipath effects induced by gradients in atmo- 
spheric refractivity, particularly in the lower tro- 
posphere. Both the amplitude and phase mea- 
surements would be used in this region where 
spectral analyses can be performed to separate 
multipath signals and where Fresnel diffraction 
deconvolution techniques can be applied to achieve 
in some cases vertical resolutions of tropospheric 
features that are a small fraction of the first 

For the Earth's atmosphere, the effect of along-path 
variability in refractivity that is antisymmetric about 
thegeographical point of tangency of the signal path 
essentially cancels in recovering the refractivity profile; 
only the symmetric component affects recovery. 
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Fresnel zone. Although data processing to recover 
the profiles of atmospheric parameters can be 
largely automated over most altitudes, the addi- 
tional processing and analyses required to deal 
with adverse signal conditions in the lower tropo- 
sphere may prove to be labor-intensive and there- 
fore relatively expensive. We do not know how the 
GPS technique will fare (in accuracy, resolution, 
and labor cost) at these lower altitudes, although 
we are  encouraged by recent results from 
observations made by a JPL group of some setting 
GPS satellites from the summit of Mauna Kea in 
Hawaii. 

One of the exciting prospects about the radio 
occultation technique, if it can be shown to work 
well in the lower troposphere, is its potential for 
recovery of water vapor distributions, especially 
in tropical regions. For example, a constellation of 
20 GPSlimb sounders would return roughly 10,000 
globally distributed vertical water vapor profiles 
on a daily basis with a 250-km mean geographical 
spacing between the profiles. This product alone 
could significantly enhance the accuracy and reli- 
ability of weather forecasting. 

The “GPS/MET” mission, which is primarily 
sponsored by the National Science Foundation 
(NSF) and managed by the University Corpora- 
tion for Atmospheric Research (UCAR), promises 
to be the first demonstration mission. It features 
a short (3-year), end-to-end proof-of-concept de- 
ployment cycle with a direct cost of less than $3M 
to the NSF and its federal partners (the National 
Oceanic and Atmospheric Administration and the 
Federal Aviation Administration). Orbital Sci- 
ences Corporation (with NASA support) is provid- 
ing the spacecraft, the Pegasus launch vehicle, 
and the mission operations. The currently planned 
launch date is fall of 1994. The radio occultation 
concepts in the GPS/MET mission are largely 
based on the proposal presented by JPL in 1988 to 

NASA for the GPS Geosciences Instrument (GGI) 
for flight on EOS. The mission will use the 
TurboRogue GPS receiver, which was developed 
by JPL under sponsorship by NASA’s Geodynamics 
Program. The receiver hardware has been modi- 
fied by its commercial manufacturer, Allen 
Osborne Associates Inc., to improve its reliability 
(to Class D) as a flight instrument. The receiver 
software has been upgraded by JPL under con- 
tract to UCAR to make it more suitable for space 
operations. NASA (the Solid Earth Science Branch 
and the Physical Climate Branch, respectively) is 
sponsoring JPL’s deployment and operation of the 
ground network, and the development of the data 
reduction software for recovery of atmospheric 
profiles. Although scheduled to operate for only a 
few weeks to a few months at most, GPS/MET 
offers a potentially high science payoff by en- 
abling atmospheric and radio scientists to gauge 
the scientific value and operational utility of radio 
occultation measurements that might be forth- 
coming from a permanent constellation of con- 
tinuously operating limb-sounding LEOS. 

Over the next few years other promising mis- 
sions for demonstrating the GPS radio occultation 
technique are likely. These include IZlrsted, a 
DanisWrench magnetometer mission with a 
launch planned for late 1995, which will also 
include an upgraded TurboRogue GPS receiver 
suitable for occultation measurements; SAC-C, a 
joint Argentine/U.S. mission planned for 1998. In 
Europe the Centre National $Etudes Spatiales 
(CNES), which sponsored the GLIMPSE concept, 
and the European Space Agency (ESA) continue 
to support studies and technology development 
programs that may lead to the use of the radio 
occultation technique on small satellites. 

It is interesting to speculate why a low-cost 
remote-sensing system for the study of atmo- 
spheric thermodynamic processes, such as the 
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GPS-based radio occultation technique, has been 
so long in coming. The history of science is replete 
with examples of delayed development of key 
technologies and measurement systems that are 
somewhat paradoxical. For example, the discov- 
ery in 1964 of the cosmic background radiation a t  
2.7 K occurred by chance, decades after its detec- 
tion was first technologically feasible and at least 
a decade after its existence could have been in- 
ferred from the Big Bang hypothesis. Radio occul- 
tation investigations conducted within the U.S. 
planetary space program have certainly proved 
their scientific worth over the past three decades, 
and yet relatively few atmospheric scientists 
have embraced the technique and even fewer 
will be found in the vanguard ranks striving for 
its early deployment. Our opinion is that the 
contributions that the radio occultation technique 
can make to atmospheric science, most notably its 
potential for achieving extraordinary accuracies 
in recovery of temperature profiles from the 
middle stratosphere down to the upper tropo- 
sphere and the very precise determination of the 
altitude of the tropopause on each profile, have 
largely gone unrecognized by the scientific com- 
munity. 

With the benefit of 30 years of hindsight, the 
root causes for the relatively small constituency 
among atmospheric scientists can probably be 
traced to the historical development of the radio 
occultation technique itself and the nature of its 
products. NASA’s planetary missions of the past 
have tended to be singular and infrequent events 
with narrow participation from the scientific com- 
munity compared to the size of that community at 
large. Also, and without pejorative intent, the 
radio occultation investigations on planetary 
missions principally have been conducted by 
radio scientists, not atmospheric scientists. Al- 
though world-class scientific achievements have 

resulted from these investigations, the benefits 
that might have accrued by bringing to bear 
other cross-cutting disciplines and measurement 
techniques from atmospheric science and meteo- 
rology probably have been limited. Most atmo- 
spheric remote-sensing instruments involve power 
measurements of a radiating or scattering source 
and usually require some kind of calibration sys- 
tem. Although some interferometric techniques 
are used in atmospheric science, instruments that 
measure phase coherent signals from artificial 
electromagnetic sources, such as lidars and ra- 
dars, are relatively less familiar to atmospheric 
scientists. Another reason the radio occultation 
technique has not been embraced by the atmo- 
spheric science community is the technique’s per- 
ceived character as a “one-product” limb-sounder; 
it mainly provides vertical profiles of thermody- 
namic properties of the atmosphere (although 
other atmospheric processes, for example, acous- 
tic gravity waves, can in fact be indirectly studied 
with the technique). In contrast, many atmo- 
spheric sensors, particularly those providing spec- 
tral information from both limb-sounding and 
nadir-looking devices, recover not only thermody- 
namic information (albeit not as accurately over 
most altitudes as those from the radio occultation 
technique) but also many other important prop- 
erties such as relative abundances of the chemical 
constituents, aerosol and cloud particle sizes and 
distributions, atmospheric dynamics, and so on. 
On the other hand, these sensor systems tend to 
be substantially more costly than the radio occul- 
tation technique. Perhaps a costhenefit approach 
would be a better way to compare these systems. 
Of course in the case of the Earth there are 
logistical challenges imposed by the satellite-to- 
satellite (SST) tracking technique itself, which 
requires deployment of substantial space assets 
before a radio occultation experiment is really 
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feasible. The GPS constellation has only recently 
become operational, although opportunities for 
an experiment have existed for well over a decade. 

In this monograph my co-authors and I have 
assumed that our readership primarily comprises 
atmospheric scientists, related program manag- 
ers, and newcomers who have little or no back- 
ground in radio occultation concepts but wish to 
learn about them. We address most of the salient 
concepts of a radio occultation mission, including 
estimated costs for a proof-of-concept mission and 
for a full-up operational program. The occultation 
methodology is described along with its major 
error sources, its accuracy and resolution inrecov- 
ering temperature and pressure profiles, and its 
potential application for recovering water vapor 
distributions in the lower troposphere. 

Although our original intent in this mono- 
graph was to give a broad and relatively complete 
treatment of radio occultation concepts that have 
been developed over the last 30 years-including 
new techniques suited to the GPS-we are not 
unmindful of a number of important operational 
and technical areas that deserve more depth than 
we were able to providefor example, data acqui- 
sition techniques under adverse signal conditions 
including multipath situations, scintillations, 
along-path inhomogeneities in refractivity, ad- 

vanced Fresnel deconvolution topics, atmospheric 
dynamics, ray propagation in three dimensions, 
data processing with constraints from meteoro- 
logical models and data sets, validation strate- 
gies, and mission operation topics. 

With regard to the atmospheric and meteoro- 
logical sciences, it is noted that our underlying 
philosophy in this monograph toward recovery of 
atmospheric profiles with the occultation tech- 
nique has mainly assumed no ancillary informa- 
tion from the other (and extensive) Earth- and 
space-based programs in these sciences. How- 
ever, almost certainly many of these programs 
will provide strong constraints for occultations 
occuring within their domain. It is likely that a 
preferable data processing strategy for certain 
objectives will treat the radio occultation tracking 
data as new and complementary inputs to existing 
meteorological and atmospheric dynamical mod- 
els and data sets and will recover those occulta- 
tion-related data products within this framework; 
enhanced weather forecasting could be one of the 
benefits of this approach. 

Limitations in our available time and the need 
for a timely publication effectively controlled the 
scope and depth of the subject matter. Perhaps 
someday we will be able to revise and update this 
monograph. 

William G. Melbourne 
Co-Author and Editor-in-Chief 
April 11, 1994 
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This monograph is intended for readers with 
minimal background in radio science who seek a 
relatively comprehensive treatment ofthe mission 
and technical aspects of an Earth-orbiting radio 
occultation satellite. Part I (Chapters 1-6) 
describes mission concepts and programmatic 
information; Part I1 (Chapters 7-12) deals with 
the theoretical aspects of analyzing and 
interpreting radio occultation measurements. 

In this mission concept the navigation signals 
from a Global Positioning System (GPS) satellite 
that is being occulted by the Earth's limb are 
observed by a GPS flight receiver on board a low 
Earth orbiter (LEO) satellite. As the received 
signal traverses deeper layers of the atmosphere, 
its amplitude and phase are progressively altered 
through atmospheric refraction and possibly in- 
terference arising from spatial irregularities in 
refractivity. The signal delay and amplitude pro- 
files recorded by the LEO during the occultation, 
which typically lasts about 1 min, are used to 
recover profiles of atmospheric refractivity, pres- 
sure, and temperature from the surface up to the 
upper stratosphere at  heights of 50 to 60 km. 
Below the tropopause, water vapor sharply limits 
the accuracy of temperature and pressure recov- 
ery; on the other hand, nominal profiles for tem- 
perature and pressure, particularly over tropical 
oceanic regions, enable researchers to recover 
valuable information about water vapor distribu- 

tion. Radio occultation techniques have been used 
to probe planetary atmospheres for over three 
decades; however, a unique application of this 
technique is used to study the Earth using small, 
dedicated, and relatively low-cost space systems 
to carry out the measurement programs. 

Chapter 2 summarizes the basic space system 
concepts of the limb-sounding technique and de- 
scribes a low-cost strawman demonstration mis- 
sion. The GPS/MET (meteorological) mission pro- 
posed by the University Navstar Consortium 
(UNAVCO) (Ware 1992) is one realization of this 
low-cost concept. The proposed GLIMPSE mis- 
sion (Bauer 1992) is another. Chapter 2 also 
summarizes the expected performance of the sys- 
tem, including accuracies and resolution. A very 
brief summary of the heritage in radio science 
from NASA's planetary program is included. 

Chapter 3 discusses some of the scientific 
benefits of using radio occultation on a suite of 
small satellites. These benefits include enhance- 
ments to short-term weather forecasting by moni- 
toring and charting water vapor distributions in 
the lower troposphere over tropical oceanic re- 
gions, as well as studies of global change by 
monitoring long-term trends in stratospheric tem- 
peratures and correlating these trends with re- 
sults from other remote sensing systems. 

Chapter 4 provides a more detailed discussion 
of several system elements in a radio occultation 
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mission, including (1) the launch system for small 
payloads, (2) the LEO microsat, (3) the GPS con- 
stellation, (4) the GPS flight receiver payload, 
(5) the mission operations ground control and 
data receiving system, (6) the ground-based GPS 
global tracking network for precision orbit deter- 
mination, and (7) the central data processing and 
archive system. 

Chapter 5 addresses the various technology 
readiness questions that invariably arise. This 
includes discussions of small payload opportuni- 
ties, the maturity and commercial viability of the 
microsat industry, the readiness of flight-rated 
GPS receivers, and Department of Defense (DoD)- 
specific issues associated with GPS operations. 

Chapter 6 discusses the overall costs of a 
demonstration mission such as GPS/MET. It also 
addresses the various synergistic benefits from 
related programs that could help contain cost 
growth. Finally, it presents a cost model for an 
operational constellation of radio occultation 
satellites and its associated ground system. 

Part I1 explains the theory of the radio occul- 
tation technique. Chapter 7 describes a geometri- 
cal optics approach to coplanar atmospheric occul- 
tation. It discusses the measurements made by 
the LEO in terms of the refractive properties of 
the atmosphere and the inversion of these mea- 
surement profiles to obtain the refractivity pro- 
file. The recovery of the various atmospheric 
thermodynamic properties including water vapor 
from the refractivity profile is also discussed. 

Chapter 8 addresses major questions regard- 
ing accuracy of the occultation technique. It 
discusses the principal error sources, including 
signal-to-noise ratio (SNR), multipath, the effects 
of water vapor on temperature recovery and the 
converse problem, the limitations of the iono- 
sphere for upper stratospheric observations, and 
the effects of departures of the atmospheric re- 
fractivity from local horizontal isotropy. 

Chapter 9 describes some simulations that 
have been performed to evaluate the sensitivity of 
the recovered profiles of atmospheric parameters 
to different error sources, such as departure from 
spherical symmetry, water vapor, etc. 

Chapter 10 discusses horizontal and verti- 
cal resolution associated with limb sounders in 
general. 

Chapter 11 treats selected Fresnel diffraction 
techniques that can be used in radio occultation 
measurements to  sharpen resolution. 

Chapter 12 provides brief discussions on se- 
lected special topics, such as strategies for han- 
dling interference and multipath processes that 
may arise for rays traveling in the lower tropo- 
sphere. 

It should be noted that a number of important 
topics in radio occultation are not included in this 
document. For example, ray-tracing techniques 
in three dimensions and in multipath situations 
have been omitted. Also, Fresnel diffraction in 
three dimensions has been omitted. 

2 OVERVIEW 



CHAPTER 

more than two decades to obtain vertical profiles 
of atmospheric temperature, their impact on mod- 
els of global change has been limited. Long-term 

Background 

Figure 2-1 shows the variation of atmospheric 
temperature with altitude and pressure for an 

, idealized standard atmosphere without inversion observations leading to better vertical resolution 
layers, and also displays the boundaries between of temperature and moisture distributions, and to I 

the principal strata of the atmosphere. better determination of their temporal and spa- 
Two key variables in the study ofglobal change tial variability, are urgently needed to improve 

processes are global atmospheric temperature and our understanding of the fundamental Earth pro- 
moisture distributions. Although satellite-based cesses involved in global change. Accordingly, 
radiometry and spectrometry have been used for international efforts by the space agencies of the 
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developed nations are now under way to mount 
comprehensive and long-term remote-sensing and 
data information system programs for monitoring 
global change processes relating to atmospheric 
chemistry, biogeochemistry, energy and mass 
transport, climate, and solid Earth dynamics. 
The European Space Agency’s (ESA’s) Earth Re- 
search Satellite (ERS-1) and NASA and the Cen- 
tre National d’Etudes Spatiales’ (CNES’s) T O P W  
POSEIDON are current examples of such mis- 
sions. NASA’s Earth Observing System (EOS) 
and Earth Probe programs, leading to missions in 
the latter part of the decade and into the twenty- 
first century, are coordinated approaches to the 
global change problem. 

Big remote-sensing platforms like EOS, carry- 
ing a broad suite of sensors, require considerable 
time for development and deployment-at least a 
decade before observations begin to flow. The 
scientific community has pressed for supplemen- 
tary space and ground programs that would par- 
tially fill our information gap in critical areas 

several years earlier. Some proposals involve 
“small satellite” missions that target key atmo- 
spheric parameters that can be deployed and 
completed well within the decade and that are 
relatively “low cost,” i.e., less than $100M. The 
GPS/MET concept is one example of this class of 
mission; the mission would monitor atmospheric 
temperature and moisture distributions on a glo- 
bal basis at a very low cost (less than $10M for an 
end-to-end proof-of-concept mission), and devel- 
opment, deployment, and science demonstration 
would be completed within three years. 

The GPSlMET Mission 

Figure 2-2, which is taken from the GPS geo- 
science instrument (GGI) proposal for NASA’s 
EOS platforms (Melbourne et al. 1988), shows a 
radio occultation mission that uses the DoD GPS 
to probe the Earth’s atmosphere. Here, vertical 
profiles of atmospheric refractivity through limb 
soundings are recovered using the radio occulta- 
tion technique. GPSMET is the name for a 

Temperature. K 

Figure 2-2. Schematic of the satellite-to-satellite geometry for probing the atmosphere 
of the Earth using the radio occultation technique. 
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particular limb-sounding mission (Ware 1992) 
that uses a small dedicated satellite approach but 
is based upon the GGI concepts. It is noted that 
the CNES-sponsored GLIMPSE concept discussed 
in Bauer et al. (1992) possesses essentially the 
same features as GPSNET and is also based upon 
the GGI radio occultation proposal. 

Either ofthese missions as well as GGI on EOS 
would recover density; pressure and temperature 
profiles would follow using the known linear rela- 
tionship between refractivity and the density of 
dry air, the gas law, and the fact that the atmo- 
sphere is essentially in hydrostatic equilibrium. 
For the lower troposphere, both dry air and water 
vapor contribute to the refractivity. Water vapor 
profiles in the lower troposphere would be ob- 
tained by using ancillary temperature and pres- 
sure information and models to separate water 
vapor and dry air signatures in the tracking data. 
Significant temperature information up to alti- 
tudes of 60 km would be recovered and sub-kelvin 
accuracies would be achieved over altitudes of 
about 8 to 45 km (Figure 2-3) with vertical resolu- 
tions of better than 1 km. 

Figure 2-3, which characterizes the error in 
temperature recovery in terms of the limiting 
error sources, is based on error analyses explained 
in Chapters 8 and 9. For the lower troposphere, 
water vapor will mask the dry error refractivity 
signature except in dry polar regions with cold 
temperatures. For the upper stratosphere, the 
signal-to-noise ratio limitations will prevail; 
in addition, possibly higher order ionospheric ef- 
fects, which are not completely removed by mod- 
eling and the application of the dual-frequency 
correction, will also limit accuracy. 

The mission uses a dual-band GPS receiver on 
board a small dedicated satellite in an LEO that 
tracks the navigation signals from all visible GPS 
satellites, including those that are observed to 
rise or set through the atmosphere. When the 
path of the GPS signal begins to transect the 
mesopause a t  about a 90-km altitude, it is SUE- 
ciently retarded so that a measurable (100 pm) 
residual in the dual-frequency carrier phase ob- 
servations is obtained. As the signal path de- 
scends through successively thicker layers of the 
atmosphere, the residual increases to roughly 
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Figwe 2-3, Predicted accuracy of temperature profile recovery using GPSIMET. 
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1 km at the Earth’s surface; thus, the atmosphere 
creates a measurable signal with over six orders of 
magnitude in dynamic range (Figure 2-4). 

A typical setting occultation event lasts 
1-2 min, beginning with the signal path passing 
through the mesopause and ending with it graz- 
ing the Earth’s limb, or shortly thereafter if dif- 
fraction effects are included. About 500 usable 
and globally distributed occultation events occur 
per day (Figure 2-5) and are observed by a single 
LEO in a polar orbit and at an altitude of roughly 
800 km. Half of these are rising and half are 
setting. 

A flight-rated GPS receiver is required; this 
receiver must not only achieve high accuracy in 
the dual-band carrier phase measurements but 
provide phase and signal amplitude measure- 
ments under adverse signal-tracking conditions 

(i.e., weak and highly dynamic signals in both 
phase and amplitude) as the ray passes through 
the lower troposphere. 

Defocusing from refractivity gradients can re- 
duce signal strength by more than one order of 
magnitude at  the Earth’s limb. Inhomogeneities 
in the refractivity of the lower troposphere result 
in multipath-induced signal interference, which 
can cause wide excursions in signal amplitude 
and phase. Multipathing can also lead to multiple 
tones that must be concurrently “tracked” if the 
total atmospheric information content in the sig- 
nal is to be preserved. Dual-band L1 and L2 
capability is required to remove ionospheric ef- 
fects on the carrier phase observations. Dual- 
band tracking provides a nearly complete calibra- 
tion of ionospheric effects, but the residual error 
due to  third- and higher order ionospheric delays 

0.001 0.01 0.1 1 10 100 1000 10000 100000 

Extra-Atmospheric Path Length, cm 

Figure 2-4. Extra-path delay resulting from the GPS signal passing 
through the atmosphere. U.S. Standard Atmosphere with 50% relative 
humidity. In addition, during the last seconds before extinction 
(-1081, the GPS signal received by the LEO will be accelerated, 
attenuated by over 10 dB as a result of &focusing, and subject to 
multipathing. 
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will limit the accuracy of recovered temperature 
profiles in the upper stratosphere. Dual-band 
tracking also yields valuable information about 
ionospheric electron density distributions and dy- 
namics. 

Although GPS receivers used for occultation 
measurements can and probably will fly on multi- 
sensor platforms such as EOS, the great virtue of 
microsats like GPSNET or GLIMPSE is that they 
can be developed and deployed quickly and at a 
relatively low cost. We advocate an initial mission 
that serves as a proof-of-concept demonstration. 
It would provide not only valuable scientific data 
but also serve as a basis for assessing the merits 
of deploying a constellation of operational satel- 
lites for long-term monitoring and for calibration 
and verification of other remote sensing systems. 
The initial microsat with a GPS receiver payload 
could be built and launched within three years of 

90 

75 

60 

45 

30 

15 z 
ai 
3 0  4- .- 
c 3 -15 

-30 

-45 

-60 

-75 

-90 

project start using current technology. The total 
proof-of-concept mission could be completed within 
four years for less than $10M, including mission 
operations, ground data processing, and archival 
operations. Costs are kept low because of 

(1) the low power and mass requirements of the 
flight receiver, 

(2) the high degree of heritage and synergy pro- 
vided by related GPS-based geodynamics pro- 
grams and radio occultation programs in plan- 
etary science, 

(3) the existing infrastructures for ground opera- 
tions, 

(4) the enormous progress in GPS-specific very 
large-scale integration (VLSI) circuitry and 
the consequent simplification of GPS flight 
receiver architectures, 

I Setting Occultations 

Rising Occultations 

Q Side Occultations 
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Figure 2-5. Global distribution of about 700 occultations in a24-hourperiod for one LEO 
with a full GPS constellation. Orbital altitude of the LEO is 800 km at 97deg inclination. 
About 500 occultations rise or set within 6 5  deg of the local alongtrack direction. 
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(5) the maturity and low cost of commercial 
microsat technology, and 

(6) the proliferation of low-cost commercial 
launch systems. 

Ultimately, low-cost operational payloads (with 
marginal costs of less than $1M) could be carried 
piggyback on a variety of proposed LEO commer- 
cial satellite fleets. Thus, operational data might 
become available from private satellite operators. 
Alternatively, a fleet of 20-30 dedicated, second- 
generation GPS microsats could provide 5,000- 
10,000 soundings per day. Either way, missions 
such as GPSMET or GLIMPSE will benefit from 
substantial economic and technical leverage avail- 
able by exploiting existing GPS signals. 

The GPS radio occultation concept requires a 
globally distributed ground network of about a 

dozen GPS receivers that can concurrently track 
the dual-band signals from the GPS constellation 
(Figure 2-6). These concurrent data streams and 
those from the LEO are centrally processed to 
maintain highly accurate ephemerides of the GPS 
satellites and the LEO, which are essential to 
maintaining high-accuracy reference radial ve- 
locities. The concurrent observations from the 
ground also help eliminate errors arising from 
short-term oscillator instabilities by processing 
the flight and ground data streams synchronously. 
During each occultation event, at least one ground 
station must concurrently observe two GPS satel- 
lites in common view by the LEO: (1) the occulted 
satellite and (2) the “clock” satellite. Differencing 
the phase measurements of these two GPS satel- 
lites eliminates errors arising from oscillator in- 
stabilities in the flight receiver. Using these 

Figure 2-6. GPS global network for geodynamics studies and space operations. The IGS international GPS 
tracking network in 1994. 
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differenced phase measurements with similarly 
differenced phase measurements taken from the 
ground station eliminates errors arising from os- 
cillator instabilities in the GPS satellites. The 
ground stations must sample at  a rate consistent 
with the short-term oscillator stability of the GPS 
satellite clocks (cesium) to ensure accurate inter- 
polation to achieve simultaneity in the observa- 
tions. A 1-Hz or less sample rate is required. The 
nominal sample rate by the LEO would be 50 Hz; 
this would ensure adequate Nyquist sampling. 
Thus, both the LEO and certain stations in the 
ground network must be provided with almanacs 
and schedules for observations of the occulted and 
clock satellites at these higher rates instead of at 
nominal rates, which typically are 0.1-0.01 Hz. 
To obtain nearly complete global coverage (85% 
for GPSMET), it is sufficient to have the high- 
rate sampling capability a t  six ground stations, 
which are uniformly distributed -230 deg about 
the equator. Thus, the six-station subnetwork 
supporting TOPEXPOSEIDON would suffice, as 
would several variants. Future plans call for 
expanding the high-rate network to 12 stations. 

Figure 2-7 shows a diagram of the key flight/ 
ground system elements of the GPS-based track- 
ing system. The GPS tracking system consists of 
the GPS constellation, the flight GPS receiver on 
board the LEO, a global network of GPS ground 
receivers, and a central monitor, control, and 
processing facility. The precision orbit determi- 
nation (POD) strategy requires continuous track- 
ing of the visible GPS satellites by the ground and 
flight receivers. Data from all receivers are brought 
together and processed in a grand solution in 
which the LEO and all GPS orbits, receiver and 
transmitter clock offsets, ionospheric corrections, 
and other parameters are estimated. Simulta- 
neous sampling at all receivers (which may be 
achieved by later interpolation) eliminates the 
effect of common errors, such as clock errors. 

Heritage From Planetary Radio Science 

Radio occultation is a well-established tech- 
nique in planetary science; it has been part of the 
experiment mix in NASA's planetary program 
since the early 1960's. The occultation technique 
was introduced in astronomy in the eighteenth 
century when it was used for timing celestial 
events. More recently, it has been used to study 
the physical properties of planetary atmospheres 
by observing scintillations and variations in stel- 
lar brightness and spectra as a star is occulted by 
a planet (see, for example, Chandrasekhar 1952; 
Salpeter 1967; Hubbard et al. 1978). The occulta- 
tion technique has also been used in conjunction 
with lunar occultations to study brightness distri- 
butions of extragalactic radio sources (Hazard 
1962). 

In the early 1960's, Stanford University devel- 
oped a one-way phase coherent dual-band radio 
frequency (RF) system using the early Pioneer 
spacecraft. The RF signals were transmitted from 
a ground-based radio telescope to the spacecraft; 
the phase difference recovered from the dual- 
band carriers was returned via a telemetry link to 
the Earth. The change in these differential phase 
measurements was used to study spatial and 
temporal distributions of the solar wind, exploit- 
ing the dispersive refractive index of a plasma. 
For NASA JPL's Mariner 3 and 4 missions to Mars 
in 1965, the Stanford group at first proposed 
(1962) to use the group's dual-band uplink 
approach. NASA's support was requested to 
develop and deliver to the Mariner project the 
necessary on-board hardware and processing sys- 
tems. The objective of the proposed experiment 
was primarily to probe the Martian ionosphere 
and the planetary surface (Fjeldbo 1964). How- 
ever, probing the neutral atmosphere was not 
considered fruitful with this approach because 
the signature of the then-putative, very thin Mar- 
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tian atmosphere (surface pressure in the 10- 
25 mbar range) on the one-way phase measure- 
ments of the Stanford system would have been 
masked by on-board reference oscillator frequency 
drifts, Moreover, defocusing effects from vertical 
gradients in atmospheric refractivity would have 
caused only about a 20% drop in signal amplitude 
for a ray just grazing the Martian limb, yielding 
relatively crude information about the neutral 
atmosphere. For these and other reasons pertain- 
ing to mission design and project schedule and 
budgetary constraints, the Stanford proposal was 
rejected by NASA. 

Meanwhile, JPL, which had developed a two- 
way coherent counted Doppler system in the late 
1950’s for spacecraft navigation to the Moon and 
Venus, recognized in 1963 the potential ofthe two- 
way differential phase measurements for recov- 
ery of pressure and temperature profiles from the 
atmosphere of a distant planet using the occulta- 
tion technique. The two-way system eliminates 
the problem of on-board reference oscillator drifts. 
This scheme involves a ground-based 
transmission from a radio telescope to the space- 
craft, which coherently returns the RF signal at a 
slightly offset frequency to the transmitting radio 
telescope on the Earth. There i t  is combined with 
the transmitting signal to obtain a precise differ- 
ential carrier phase measurement of two-way 
range change (see, for example, Melbourne 1976). 
Errors in the carrier phase measurements caused 
by frequency drifts in the reference oscillator of 
the transmitter depend only on those drifts that 
are incurred over the round-trip light time of the 
signal, or about 10 min for a Mars close encounter. 
The short-term stability of the rubidium frequency 
standards used in the ground stations at that time 
was state of the art. The total atmospheric delay 

on the RF signal for grazing incidence at Mars is 
about 2 m, but the instrumental accuracy of the 
counted Doppler measurement at  that time was 
better than 2 cm. 

A JPL group therefore proposed, independent 
of and without knowledge of the earlier rejected 
Stanford proposal, to probe the Martian neutral 
atmosphere using the two-way Doppler system on 
Mariners 3 and 4 (Kliore et al. 1964). NASAopted 
for JPL’s proposal partly because the two-way 
Doppler system was already included in the mis- 
sion for navigation and because it could accu- 
rately probe the neutral atmosphere. Accurate 
knowledge of the Martian neutral atmosphere 
was important in the design of a future Mars 
lander. The major accommodation required by 
the JPL proposal was changing the planned Mar- 
tian approach trajectory of the Mariner spacecraft 
to an occulting one. 

However, in 1964 NASA formed an experi- 
ment team including both JPL and Stanford sci- 
entists, with Stanford focusing on the Martian 
ionosphere (which could also be studied with the 
JPL system) and with JPL focusing on the neutral 
atmosphere. From this somewhat contentious 
beginning, a remarkable collaboration between 
the scientific and engineering groups at  Stanford 
and JPL has ensued, making these groups world 
leaders in exploiting radio occultation for the 
study of planetary atmospheres (see, e.g., Kliore 
et al. 1965; Fjeldbo and Eshelman 1968; Fjeldbo et 
al. 1971; Eshelman 1973; Lindal et al. 1983; Marouf 
et al. 1982; Newman et  al. 1984; Marouf et  al. 
1986; Tyler 1987; Lindal 1992). Radio occultation 
has been used to probe the atmospheres and 
ionospheres of the planets and their moons, as 
well as certain physical properties of planetary 
surfaces and planetary rings. 
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CHAPTER 

SCIENTIFIC APPLICATIONS OF 
GPS RADIO OCCULTATION MISSIONS 

The Atmosphere 
GPS radio occultation provides an all-weather 

limb sounding that recovers vertical temperature 
profiles, particularly in the upper troposphere 
and lower stratosphere regions, with accuracies 
exceeding those of other remote-sensing tech- 
niques. The vertical resolution of GPS radio 
occultation will range from -1 km in the strato- 
sphere down to 100 m near the surface where the 
refractivity gradients are large; these resolutions 
are comparable to or better than those of the best 
limb sounders. Moreover, under conditions where 
the horizontal gradients are small, the vertical 
resolution can be pushed beyond the Fresnel dif- 
fraction limit by sampling, subsequently 
deconvolving the diffraction pattern. 

Because aerosol, clouds, and precipitation par- 
ticles present in the troposphere cause signal 
extinction at visible and infrared wavelengths, 
routine limb sounding at these altitudes must be 
done at  relatively long wavelengths. Radio occul- 
tation wavelengths are very long (-20 cm) by 
atmospheric remote-sensing standards. The GPS 
frequencies are well below any absorption lines, 
and the effect of particle scattering will be gener- 
ally negligible. This allows routine observations 
to be made down to the Earth's surface in a limb- 
sounding geometry without the fundamental dif- 
ficulties that scattering and absorption cause at 
shorter wavelengths. 

Radio occultation provides a self-calibrating 
system; it uses precise phase measurements of 
artificial signals in a differential mode in which 
oscillator-induced phase errors cancel and where 
POD establishes a very accurate (-510 ppb) refer- 
ence phase profile that would have been obtained 
in the absence of the intervening atmosphere. In 
contrast, the observations by radiometry of the 
absorption and emission spectral profiles from 
natural sources usually are obtained from ampli- 
tude measurements that are more vulnerable to 
long-term stability errors in their calibration sys- 
tems. Radio occultations can provide an absolute 
standard and/or calibration system for other tem- 
perature-monitoring systems, thereby satisfjring 
the requirement for long-term continuity and sta- 
bility in global temperature monitoring. With 
respect to the monitoring and tracking of long- 
term climate trends, the more precise and consis- 
tent the measurement, the shorter the time period 
required to identify the trend. The radio occulta- 
tion technique is well suited to the task. Further- 
more, the temperature data obtained from these 
experiments can be applied to climatological stud- 
ies to monitor trends, particularly in the upper 
troposphere and lower stratosphere where the 
occultation technique yields its most accurate 
results. 

The refractivity itself should be very accurate 
throughout most of the troposphere and strata- 
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sphere. This accuracy combined with the simple 
calculation required to estimate it from model 
data may ultimately cause refractivity to become 
a principal weather and climate observable. Glo- 
bally distributed daily profiles of atmospheric 
refractivity, which from a single LEO (at 500 
occultations per day) would have a mean spacing 
of about 1000 km, would be an additional con- 
straint on climatological and weather models and 
improve their accuracy. A constellation of LEO 
satellites (see Chapter 6), each observing all vis- 
ible satellites in the GPS constellation, would not 
only increase the density of the profiles but could 
enable tomographic analysis to be performed, 
providing improved spatial resolution of variabil- 
ity in atmospheric refractivity down to the mesos- 
cale level. 

The Lower Troposphere and Water Vapor 

Although temperature profiles from satellites 
have been available for more than two decades, 
their impact on forecast models has been rather 
small, particularly for the Northern Hemisphere. 
Radiosonde data are generally available only over 
land areas and for a few island stations, leaving 
large informationgaps over oceanic regions. Better 
vertical resolution of temperature and moisture 
observations is also needed for more accurate 
forecast models. 

Weather analysis and forecast models require 
as input four-dimensional (three spatial and time) 
measurements of temperature, moisture, pres- 
sure, and wind. In addition, information on sur- 
face and cloud features is needed for many weather 
and climate models. Meteorological satellites 
provide global coverage for some key weather 
parameters. However, current capabilities of op- 
erational weather satellites fall short in meeting 
the requirements for accurate and timely mea- 
surements of most weather parameters needed to 
study global change. 

14 SCIENTIFIC APPLICATIONS 

Radio occultation measurements of tempera- 
ture are potentially more accurate and have finer 
vertical resolution than those from nadir-viewing 
satellite temperature sounders. Hence, these new 
data will be valuable as input to numerical weather 
models. Currently these models routinely handle 
information from a variety of satellite and ground- 
based sensors. Thus, data from GPS occultation 
measurements could be incorporated into the ex- 
isting models with little modification. 

Because water is so fundamentally important 
to the Earth’s weather and climate system and 
because presently there is a lack of accurate water 
vapor profiles on a global scale, meteorologists 
and climate modelers are interested in how radio 
occultations might be used to determine water 
vapor distributions. Knowledge of water vapor 
density in the lower troposphere is needed to 
determine (1) the latent heat suspended in the 
atmosphere, (2) the radiative forcing due to vapor 
and clouds (inferred from humidity), and (3) im- 
proved inputs for weather forecasting, climate, 
and hydrology. Retrievals of water vapor in tropi- 
cal latitudes are of special interest because this 
is the region where most of the incoming solar 
energy is deposited and where water plays such 
a primary role in distributing this energy to 
higher latitudes and, ultimately, radiating the 
energy back to space. Tropical latitudes are 
largelycovered by ocean, so remote sensing is 
almost a necessity in order to provide the informa- 
tion needed to better understand evaporation and 
precipitation. 

The large permanent dipole moment of the 
water molecule and the short scale height of water 
vapor in the troposphere combine to create a 
disproportionately large (up to -30% near the 
surface in the tropics) contribution to the total 
measured phase delay from GPS occultations. To 
isolate water vapor profiles from the observed 
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refractivity profiles, ancillary information must 
be provided, e.g., independent measurements or 
models of temperature. In the tropical lower 
troposphere, occultation techniques have the po- 
tential to recover the vertical profile of water 
vapor densities to accuracies better than 10% 
below inversion layers (Kursinski et al. 1993a; see 
also Chapters 8 and 9) and total columnar water 
vapor content to better than 5%. Because this is 
a limb-viewing geometry, it will probably work 
best over oceans where, in general, the horizontal 
gradients are least. The very sharp and large 
contrast in refractivity at the marine boundary 
layer between the moist air beIow and relatively 
dry air above induces dramatic changes in the 
amplitude and phase of the signal as the ray path 
crosses this boundary. In studying weather and 
climate, the height of the marine boundary layer 
is of special interest but is very dificult to recover 
accurately with nadir-viewing sounders. How- 
ever, knowledge of the height of the marine bound- 
ary layer obtained from occultation data will im- 
prove the interpretation of nadir-viewing mea- 
surements of water vapor. Provided the atmo- 
sphere is horizontally uniform over the sampling 
dimension of about 160 km, the sharp discontinu- 
ity in refractivity at  an inversion layer will gener- 
ate a diffraction pattern that should provide suf- 
ficient information to recover the height of the 
inversion with -100-m resolution. 

The high vertical resolution obtainable in the 
troposphere creates opportunities for tropospheric 
weather and climate monitoring. A key issue is 
how t o  deal with and recover horizontal 
structure. There is a tendency by some to view 
the occultation geometry and conclude that the 
horizontal resolution is relatively coarse and, there- 
fore, of limited value. However, the vertical-to- 
horizontal resolution ratio (- 1: 160) is certainly 
appropriate for synoptic scale weather character- 

ization. It has also been pointed out by Lindzen 
and Fox-Rabinovitz (1989) that horizontal and 
vertical resolutions are strongly coupled and, there- 
fore, must be increased in a self-consistent man- 
ner, both in atmospheric models and in observa- 
tional systems. Their results, in fact, indicate 
that vertical resolution is inadequate in virtually 
all large-scale weather models and observing sys- 
tems; consequently, improved vertical resolution 
is sorely needed. 

Temperature retrievals at high-latitude win- 
ter conditions provide an example of how the radio 
occultation observations can complement data 
from passive sounders. Accurate temperature 
retrievals by passive infrared (IR) remote-sensing 
techniques under these conditions are difficult 
because of the very cold temperatures, the com- 
mon near-surface thermal inversions, and the 
high percentage of ice clouds that limit IR sound- 
ings to the cloud tops. In contrast, the radio 
occultation technique proves advantageous in 
colder temperatures because the air is dry, rela- 
tively dense, and scale heights are relatively 
small-all of which result in a more accurate 
temperature retrieval. Preliminary simulations 
of temperature retrievals under these conditions 
indicate that accuracies better than 1 K can be 
obtained throughout the troposphere down to the 
surface (see Figure 2-3). A dense sampling of the 
high latitude regions would be useful for routinely 
providing a detailed and very precise vertical 
reconstruction of the thermal structure of the 
polar vortex regions. Combining these precise 
vertical temperature profiles with other observa- 
tions of ozone densities and dynamic models should 
improve our understanding of the conditions that 
iead to formation and dissipation of polar strato- 
spheric clouds and how the particles on which the 
heterogeneous chemical reactions leading to ozone 
loss are believed to occur. From a climate change 
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perspective, the change in surface temperatures 
caused by an increase in greenhouse gas densities 
is generally predicted to be largest and, therefore, 
most apparent first at  high latitudes. 

The Tropopause 

The tropopause is the transition region be- 
tween the dynamically controlled thermal struc- 
ture in the troposphere below and the radiative 
control in the middle atmosphere above (see Fig- 
ure 2-1). This region is of scientific interest 
although it is a difficult region to characterize via 
remote sensing. The GPS occultations are ex- 
pected to provide high-accuracy temperature and 
pressure profiles ranging from 7-35 km, thus 
providing specifications of the tropopause height 
and temperature. 

Exchange between tropospheric and strato- 
spheric air masses involves the tropopause struc- 
ture. The minimum temperatures that character- 
ize the tropopause act as a cold trap, wringing 
water out of the tropospheric air; thus any air 
reaching the stratosphere from below contains 
very little water vapor. The vertical temperature 
structure in the vicinity of the tropopause 
controls static stability and, therefore, determines 
where and how deeply air will penetrate into the 
stratosphere from below. This interaction tends 
to be difficult to monitor and depends largely on 
the local temperature, water vapor, and atmo- 
spheric stability. Therefore, very accurate, glo- 
bally distributed, high-vertical-resolution tem- 
perature profiles provided by GPS occultation 
measurements should contribute to our under- 
standing of how the stratosphere and troposphere 
interact. 

Climatologically, the temperature in the up- 
per troposphere/tropopause region is of interest 
because of its influence on the amount of energy 
radiated to space. Changes in concentrations of 

atmospheric radiative-forcing constituents such 
as aerosols, cloud particles, and greenhouse gases 
force the atmosphere to alter its temperature 
structure to maintain an energy balance with 
incoming solar radiation. Major volcanic erup- 
tions inject a large amount of aerosol material 
into the lower stratosphere, significantly altering 
the radiative forcing of the atmosphere. Detailed 
monitoring of the evolution of the atmospheric 
thermal structure following these events can 
only be done on a global scale with remote sensing 
and done remotely with wavelengths sufficiently 
long to be unaffected by the enhanced aerosol 
concentrations. 

Accurate high vertical-resolution temperature 
reconstructions in the upper troposphere will in- 
crease our understanding of the conditions under 
which cirrus clouds form. For example, cirrus 
clouds will generate a positive feedback effect if 
global warming displaces a given cloud layer to  a 
higher and colder region, then the colder cloud 
will emit less radiation, forcing the troposphere to 
warm to compensate for this decrease (Houghton 
et al. 1990). The changes in the altitude region 
associated with anthropogenic increases in green- 
house gases are poorly understood, as indicated 
by the variability of Global Circulation Model 
(GCM) predictions. Accurate temperature re- 
trievals from occultation measurements combined 
with high horizontal-resolution temperatures 
derived from nadir-viewing microwave radiom- 
eters (Spencer and Christy 1990) should provide a 
powerful data set for climate studies of the Earth’s 
lower atmosphere. 

The atmospheric sounders on operational 
weather satellites all use passive infrared and/or 
microwave nadir-viewing radiometers. An inher- 
ent attribute of the retrieval of temperature or 
moisture profiles from these radiometers is the 
weighting function or contribution to the observed 
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brightness temperature by various thicknesses 
within the atmosphere. The observed brightness 
temperature at  each frequency is a result of the 
radiance from a weighted layer extending over 
about one scale height or 6-8 km within the 
troposphere and stratosphere. Although increas- 
ing the number of channels helps to improve the 
resolution, radiance emanating over a scale height 
limits the vertical structure that can be retrieved. 

The comparatively sharp change in the lapse 
rate and the cold temperature make it difficult to 
retrieve from radiometric measurement the struc- 
ture near the tropopause. The results of simula- 
tions and comparisons between radiosondes and 
retrievals from satellite radiometric data consis- 
tently show increased errors in the retrieved tem- 
perature near the tropopause. Comparing radio- 
sonde data with retrievals from High-Resolution 
Infrared Sounder 2 (HIRSIB) plus the Microwave 
Sounding Unit (MSU), Reale et al. (1988) found 
that the root-mean-square (RMS) errors of the 
retrieved soundings were about 2.5 K near the 
surface and the tropopause and about 1.5 Kwithin 
the mid-troposphere. For particularly sharp 
changes for a tropical sounding at the tropopause, 
the coldest temperature retrieved can be more 
than 10 K warmer than the observed temperature 
(Yates et al. 1989). 

Temperature measurements by the radio- 
sondes are themselves subject to systematic er- 
rors at tropopause heights. Because the air is thin 
at  these altitudes, the physical temperature of the 
radiosonde thermistor is actually determined by a 
balance between conductive heat transfer with 
the air temperature, absorbed long-wave and 
solar radiation, and the long-wave radiation emis- 
sion of the sensor. This makes the measured 
temperature sensitive to a variety of factors such 
as cloud cover, cloud top temperatures, solar ze- 
nith angle, surface temperature, vertical tem- 

perature structure, and the vertical distribution 
of aerosols, ozone, water vapor, and carbon diox- 
ide (Finger and Schmidlin 1991; McMillin et al. 
1988). Present estimates indicate that the maxi- 
mum magnitude of these errors is on the order of 
1 to 3 K (Ahnert 1991; Schmidlin 1991; McMillin 
et al. 1988). 

From simulations using GPS occultation data, 
the temperature and the height of the tropopause 
can be retrieved to within 1 K and less than 1 km, 
respectively (Kursinski et al. 1993a; Kursinski et 
al. 1993b). 

The radio occultation technique is somewhat 
unique in that it measures properties of the bulk 
atmosphere. To this point, we have tended to 
regard temperature and water vapor as the pri- 
mary parameters of interest. However, very accu- 
rate reconstructions of pressure as a function of 
geometric height will also be provided wherever 
accurate temperature retrievals are produced. 
Pressure versus geometrical height is potentially 
an interesting diagnostic of tropospheric climate 
change because the height of any pressure surface 
is a function of the integrated temperatures below 
(Gary 1992). Therefore, if the troposphere warms 
in response to the anthropogenically increased 
greenhouse gas, as is generally predicted, this will 
force the average pressure scale height across the 
troposphere to increase and cause the height of a 
given pressure level to rise. The tropopause alti- 
tude regime should yield the largest effects be- 
cause the height of pressure levels here repre- 
sents the integrated effect ofthe warmer tempera- 
tures below. At higher altitudes in the strato- 
sphere, predicted cooling will reduce pressure 
scale heights, somewhat negating the effect of the 
expanding troposphere below. A simple order-of- 
magnitude estimate indicates that a 2-K increase 
(a magnitude often discussed in climate change 
simulations) will produce about a 70-m increase 
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in height. This is equivalent to a change in 
pressure at fixed altitude of approximately 1%. 
Since the accuracy of each sounding will poten- 
tially be -0.1%, detection of such a change ap- 
pears promising. In fact, the sensitivity implies 
that changes in temperature of less than 2 K may 
be detected, and, thus, changes in temperature or 
pressure fields will be identified much earlier. 
The problem to be addressed then may shift to the 
separation of the climate change signal from natu- 
ral climatic variability. 

The Stratosphere 

Once GPS occultation measurements become 
available for atmospheric research, the precise 
temperature data could be applied to map the 
structure of the stratosphere, particularly in the 
polar regions where temperature is believed to be 
an important contributor to the minimum levels 
of ozone observed in the spring. Recent observa- 
tions of the decrease of ozone in the lower strato- 
sphere, combined with the ozone’s known radia- 
tive properties, have generated much interest in 
how high vertical-resolution measurements of 
temperature can assess climate change and model 
accuracy (Gille 1991). 

A large-scale volcanic eruption can inject mas- 
sive amounts of aerosols into the lower strato- 
sphere and, consequently, can significantly limit 
IR observations of the stratosphere and lower 
regions. As these aerosols change the radiative 
forcing of the atmosphere, this is precisely the 
time when accurate observations are needed to 
determine how the atmospheric thermal struc- 
ture is adjusting to achieve overall radiative en- 
ergy balance. The GPS occultation technique 
will still be fully effective in the presence of 
aerosols and, thus, will provide temperature 
structure when other satellite techniques are 
subject to error. 

Climate models predict that the presently 
increasing abundances of atmospheric CO, and 
other greenhouse gases will give rise to an in- 
crease in radiation within the stratosphere and 
will, therefore, produce significant cooling. The 
GPS observations provide a very accurate, long- 
term data set for monitoring both regional and 
global scales. The observed temperatures will be 
compared against model predictions to provide 
both a method for detecting and characterizing 
stratospheric climatic variations as well as a means 
for evaluating the performance of model behavior 
at stratospheric altitudes. 

With sufficiently dense sampling, the high 
vertical resolution and very accurate density, 
pressure, and temperature profiles will improve 
the reconstruction of wind fields in the strato- 
sphere and knowledge of stratospheric circula- 
tion. This is interesting in its own right, but these 
profiles will also improve our knowledge of advec- 
tive terms in stratospheric chemistry and particu- 
larly in the ozone. 

The Ionosphere 

Radio occultation measurements could enable 
global mapping of the ionosphere with sufficient 
temporal and spatial resolution to investigate 
many important dynamic processes in the iono- 
spherehhermosphere system and their relation 
to processes in the atmosphere and solid Earth. 
We can investigate traveling ionospheric distur- 
bances (TIDs) caused by internal gravity waves 
and their relation to the flow of energy and mo- 
mentum through and among the Earth’s layered 
systems. Also, mesoscale ionospheric structures 
such as the mid-latitude trough and equatorial 
bubbles may be reconstructed via tomographic 
techniques. 
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Measuring Total Electron Content 

With a simple linear combination of the car- 
rier phase measurements from the dual-frequency 
GPS data, the total electron content (TEC) along 
all GPS-to-receiver ray paths can be continuously 
measured. Pseudorange by itself will give abso- 
lute TEC with an accuracy of about 10l6 elm2 (a 
16-cm delay accuracy at L1) averaged over 1 s. 
Smoothing pseudorange against precise carrier 
phase will improve this to better than 1015 elm2 
(<2 cm), or about 0.1% of the daytime zenith peak 
and 0.5%of the typical nighttime minimum. Con- 
tinuous carrier phase measurements by them- 
selves will give TEC change with a precision of 
better than 1014 elm2 (<2 mm). These estimates 
are based on the demonstrated performance of the 
Jet  Propulsion Laboratory's TurboRogue receiver. 
Down-looking TEC measurements with the 
P W E  system, and possibly with other platform 
instruments such as DORIS and other multi- 
frequency radio beacons, will strengthen iono- 
spheric sampling. The global coverage offered by 
these space platforms and the GPS ground sites 
will provide an unprecedented examination of 
ionospheric structure and short-term variability. 

Traveling Ionospheric Disturbances' 

Traveling ionosphere disturbances (TIDs) are 
a manifestation of internal gravity waves, also 
called acoustic gravity waves (AGWs), propagat- 
ingin and intersecting with the ionosphere. AGWs 
are present at all levels of the atmosphere and 
have been detected by a variety of experimental 
techniques (Hines 1960; Yeh and Liu 1974). The 
sources of AGWs are many and diverse: volcanic 
emptions, earthquakes, and suclear explosions in 

* C. Liu, then at the University of Illinois, contributed 
some of the text in this and the following sections on the 
ionosphere. 

the atmosphere. A magnitude 7 earthquake, for 
example, will create a surface uplift of several 
centimeters over several hundred kilometers, 
launching a gravity wave. Upon reaching the 
ionosphere, the AGW can temporarily increase 
the TEC by 5 x 1015 elm2 or 8 cm of phase advance 
which is easily observable on the L1 carrier. In 
most cases, however, observed AGWs have their 
origin in meteorological events such as strong 
wind shear, distortion in jet streams, convective 
storms and fronts, and auroral-related high- 
latitude events. 

Once generated, AGWs carry energy and mo- 
mentum from the source to other parts of the 
atmosphere. As they ascend through the rapidly 
thinning medium, the particle motions are ampli- 
fied through conservation of energy flux and be- 
come an increasingly important component of the 
local atmospheric energetics. The wave-associ- 
ated velocity increases with height until nonlin- 
ear effects such as resonant interactions or wave 
breaking take place. When this happens, energy 
and momentum carried by the wave may be depos- 
ited to the background atmosphere. For example, 
it is currently believed that AGWs play a key role 
in determining the general large-scale circulation 
in the middle atmosphere (Geller 1983; Fritts et 
al. 1984). In addition, a principal means by which 
the lower atmosphere couples with the thermo- 
sphere is through the dissipation ofAGWs, result- 
ing in momentum and heat flux divergences and 
enhanced turbulent mixing. At high latitudes, 
energy input from the magnetosphere generates 
AGWs that propagate around the globe in the 
thermosphere (Hunsucker 1982) providing a pos- 
sible channel for coupling of energy from high to 
low latitudes. Hines (1965) estimated that in the 
ionospheric E-region, heating rates from TIDs are 
comparable to  the heating from solar radiation 
and have levels ranging from 10 Wday near 95 km 
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to 100 Wday near 140 km. At F-region heights 
(-300 km) there is evidence that gravity waves 
may seed plasma instabilities that cause “spread- 
F” irregularities (Kelley et al. 1981). 

Ionospheric Tomography 

Computerized tomography (CT) is a technique 
whereby an image of an object is constructed from 
a set of projections, or integrated densities, taken 
along many lines through the object. CT is widely 
used in medicine to produce two-dimensional cross- 
sectional X-ray images. More recently, three- 
dimensional acoustic and seismic tomography 
have been applied to  the oceans and the solid 
Earth. In ionospheric tomography, first described 
by a group a t  the University of Illinois (Austen et 
al. 1986; Austen et al. 1988) and more recently by 
other groups (see, for example, Chiu et al. 1991; 
H a j  et al. 1994b), the measurement of TEC along 
a ray path is the analog of the integrated density 
registered by an X-ray. TEC measurements taken 
along many ray paths can be used to construct 
maps of electron distribution in two or three 
dimensions. There are two basic methods for 
inverting the measurement set to construct the 
tomographic image: (1) transform methods and 
(2) finite series expansion. Only the latter is 
suitable with the nonuniform sampling available 
from practical ionospheric measurement systems. 
However, with only ground-based observations 
available, very limited work in ionospheric 
tomography has been possible to date, and this 
limitation will continue until suitable ionospheric 
sensors are placed in orbit. 

Irregular structures of different sizes are gen- 
erated in the ionosphere as a result of its electro- 
magnetic, corpuscular, and dynamic coupling with 
the magnetosphere as well as its dynamic and 
aeronomic interactions with the thermosphere 
and middle atmosphere. For example, the mid- 

latitude ionospheric trough lies close to  the 
plasmapause; hence, the dynamic behavior of the 
trough is directly related to  magnetospheric pro- 
cesses such as substorms. The equatorial bubble, 
to take another example, is believed to be caused 
by Rayleigh-Taylor instabilities on the underside 
of the F-region, which develop nonlinearly into 
strong depletions of the ionization. The associ- 
ated polarization of the electric field can drive 
these bubbles upward to form plumes. In recent 
years, high-power, RF waves have been used to 
modify the ionosphere through nonlinear interac- 
tions, giving rise to irregularities of different sizes 
in the F-region. These heat-generated irregulari- 
ties are believed to result from a variety of plasma 
instabilities. The ionosphere, in short, is a com- 
plex, highly mutable matrix containing an assort- 
ment of transient, inhomogeneous structures. To 
begin to understand it, we need an accurate 
physical description of its different features and 
we must be able to follow the evolution of those 
features in time and space. Over the years, many 
observational techniques have been devised for 
this purpose. One of the most important of these 
is the measurement of TEC. 

If a number of LEOS carrying all-in-view GPS 
flight receivers were deployed (see Chapter 6) and 
were supplemented by a moderately dense global 
network of ground receivers such as the 200+ 
fiducial stations soon to be operating under the 
International GPS Service (IGS) aegis, an im- 
mensely rich and continuous global TEC data set 
would become available for ionospheric 
tomography. Sun-synchronous orbits of the polar 
platforms will give a detailed picture of the varia- 
tion of ionospheric structure not only from the 
daytime peak through the nighttime minimum, 
but with latitude, with season, and across the 
solar cycle. 
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CHAPTER 

FI OVERALL MISSION DESCRIPTION 

An Example Design for an Operational System 

Two mission concepts are of interest: one that 
will demonstrate the occultation technique and 
another that will exploit this technique in the long 
term. First, we will consider how this technique 
will be used over the long term. 

The Global Positioning System 

The 24-satellite GPS constellation is main- 
tained and operated by the U.S. Air Force. The 
full suite of satellites was completed in early 1994. 

The LEO Constellation 

For an operational system, we estimate that 
about 10,000 soundings per day would provide 
more than adequate spatial coverage to support 
weather forecasting and climate models. This 
requires a constellation of about 20 LEO satel- 
lites. Any orbit altitude in the five hundred to 
several thousand kilometer range would field an 
adequate number of limb soundings and have 
adequate orbital lifetime. Sun-synchronous orbits 
offer the advantage of simpler spacecraft opera- 
tions, but such orbits only provide occultations at 
fured local times, a disadvantage for adequate 
temporal sampling. The orbital inclination of the 
Block I1 GPS satellites is 55 deg; this results in 
coverage “holes” about the celestial poles where 
no GPS satellites can be observed. Consequently, 

the LEO in polar orbit observes no fore or aft 
occultations as its groundtrack passes through 
the equatorial zones, resulting in uneven geo- 
graphical distribution of occultations and signifi- 
cant gaps in the equatorial zone. An orbital 
inclination for the LEO of about 60-65 deg ap- 
pears to provide the best compromise between 
achieving good global coverage and obtaining equa- 
torial coverage. Such a constellation could be 
established in five to eight orbital planes with 
three to four satellites per plane. This configura- 
tion would cover all occultation points on the 
equator and at higher latitudes, even when occul- 
tations more than 45 deg from along-track are 
discarded. The constellation could be built one 
plane a t  a time, with three to four satellites 
carried by a single launch vehicle. 

The Payload 

The GPS flight receiver, ultrastable oscillator, 
and GPS antennas constitute the payload. Fore 
and aft antennas enable both rising and setting 
GPS satellites to be tracked and provide sufficient 
position dilution of precision (PDOP) for high 
accwacy POD. Some positive gain (-10 dB) ir, the 
fore and aft antennas would help the signal-to- 
noise ratio (SNR) limitations encountered in the 
lower troposphere and upper stratosphere, but 
their reduced beamwidth might require an addi- 
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tional vertical antenna for POD. The receiver 
must be a high-precision, dual-band unit capable 
of tracking low signal levels with relatively high 
dynamic properties. A sample rate of up to 
50 samples per second may be required to capture 
the signal dynamic changes expected in the lower 
troposphere. To accommodate AS, the receiver 
will have to operate either in the crypto mode to 
track the Y-code or in the enhanced codeless 
mode. (See Chapter 5.) Over-the-air rekeying of 
the receiver will be accomplished through a 
decryption chip embedded in the receiver itself. 
The receiver will not need to correct for selective 
availability (SA). Not converting for SA keeps the 
downlink data unclassified and makes the flight 
data compatible with the ground data, which is 
also not corrected for SA. The total mass of the 
payload should be under 5 kg, and the required 
power should be under 10 W. The pointing re- 
quirements for the antennas are modest: 25-deg 
pointing control. Knowledge of the yaw rate that 
is equivalent to a rotation about the vertical axis 
by the antenna phase of better than 0.1 m d s  is 
required to  avoid corrupting the basic accuracy of 
the carrier-phase measurements. 

The Satellite 

A dedicated microsatellite in the 50- to 80-kg 
class is required. Options for a dedicated satellite 
include (a) the ORBCOMM bus being developed 
by Orbital Science Corp., (b) the kind of micro- 
sats being flown piggyback by ARIANE for a fee 
of -$200,000, and (c) the Quickstar bus being 
offered by Ball Aerospace. Another practical 
way to collect occultation data might be to 
replace a single-frequency GPS receiver (being 
carried for navigation and time synchronization 
by a satellite in the Light-Sat class) with a preci- 
sion dual-band receiver. An example of this 
configuration is the satellite currently being 

developed for Motorola’s IRIDIUM communica- 
tion system. 

The Launch System 

A dedicated launch on a Pegasus would allow 
optimization of the system design and operational 
management. The Pegasus XL has the capacity to 
deliver approximately 200 kg to a 900-km polar 
orbit and approximately 300 kg to a 400-km polar 
orbit. This capacity can support deployment and 
maintenance of the constellation. 

To be feasible for the ultimate system, a “pig- 
gyback” option must be associated with launches 
to support a constellation of satellites. For ex- 
ample, the Delta is likely to be used to maintain 
the GPS constellation (55-deg inclination orbits). 
It may be possible to deploy as many as four 
QuickStar-class satellites riding piggyback on the 
Delta’s second stage on its way to the GPS orbit. 

Mission Operations, Ground Control, and Data 
Receiving System 

Even without compression, the data rates for 
the flight system are low enough (less than 
65 Mbytes/satellite/day for the 50 sample-per- 
second maximum sample-rate case) to make a 
direct satellite-to-ground communication system 
practical. All of the data collected in a day could 
be easily received at a single ground station. 
Operating at 1 Mb/s, all data could be transmitted 
in less than 10 min (i.e., in less than one typical 
tracking pass). Because of the higher frequency of 
contacts, a high-latitude station is desired for 
monitoring the health of the satellite itself. 

The Ground-Based GPS Global Tracking 
Network 

NASA Code 0 plans to have a globally distrib- 
uted 12-station network of GPS receivers operat- 
ing 24 hr per day to support frame-of-reference 
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calibration functions of the Deep Space Network 
(DSN) and to precisely determine the orbits of 
altimetric missions such as TOPFWPOSEIDON. 
Code 0 has already supported the implementa- 
tion of a six-station network for the GPS flight 
experiment on board TOPEXPOSEIDON. Radio- 
metric data and station status information from 
both the flight system and the ground stations 
flow continuously to the GPS Operations Center 
at  JPL, where monitor and control functions for 
the network are performed and where tracking 
data are generated. Because a GPS tracking 
network for space operations requires a high de- 
gree of reliability, most but not all of the system 
elements within the network must be dedicated to 
space operations support. For example, NASA 
and its international partners in geodynamics 
research are also implementing a 40-60 station 
network (the core network of NASA's FLINN 
program) that came on line in 1992 with over 25 
stations; a full complement of 50+ stations will be 
implemented by the end of 1994. It would be a 
relatively straightforward procedure to convert 
several of the sites in the FLINN network, includ- 
ing ground communications, central processing, 
and monitor and control, to complete the network 
of approximately 12 space-operations ground-re- 
ceiver stations required for a radio occultation 
system. Thus, a certain degree of synergy be- 
tween these two programs should be evident, not 
only in shared data acquisition systems, but also 
in other system elements such as ground commu- 
nications, monitor and control, hardware and soft- 
ware configuration management, and so on. JPL 
will operate both networks for NASA. 

NASA-generated ephemerides for the GPS 
satellites have been available for general use from 
NASA's FLINN network since the summer of 
1992. This network operates under somewhat 
less stringent reliability conditions than the space 

network; nevertheless, it has configuration con- 
trol and operations standards that are rigorously 
followed to ensure accuracy, stability, integrity, 
and timeliness in distributing GPS data products. 
To eliminate POD as a source of velocity error for 
recovery of upper stratospheric temperatures, the 
POD accuracy for the LEO must be better than a 
few parts in los to ensure that the error in the 
Doppler measurement is at  or below 0.1 m d s .  
Most of the power in the orbit error spectrum is 
concentrated around a frequency range once per 
revolution. The POD position accuracy on TOPEW 
POSEIDON from the GPS flight experiment ap- 
pears to be better than 10 ppb (Melbourne et al. 
1994; Schutz et al. 1994; Yunck et al. 1994). 
Moreover, recent global network site position re- 
sults from NASA's geodynamics ground programs 
appear to surpass 5 ppb (Blewitt et al. 1993). 

Central Data Processing and Archive System 

The GPS operation center at  JPL retains data 
for a short period of time, usually 30 days. The 
system supports automatic delivery of certified 
data products to archive and processing centers 
that make data accessible to end users. 

Concept Demonstration 

For demonstrating the radio occultation con- 
cept, we conceived of several approaches to mis- 
sion design: (1) as an adjunct to a larger mission 
that already has a GPS receiver for another pur- 
pose(e.g., GGI, GAMES/GRACE),(2) as amicrosat 
attached to a Delta- or ARIANE-launched satel- 
lite, or (3) as a microsat on a dedicated or shared 
Pegasus launch. 

Mthoilgh the dedicated launch on 2 small 
satellite may be the most expensive way to 
achieve a proof-of-concept demonstration, it has 
the advantage of being more closely related to the 
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deployment of a complete system for long-term 
monitoring of weather and climate. This is the 
approach that we have chosen to examine for a 
proof-of-concept GPS/MET or 0rsted class of mis- 
sion. 

Mission Design 

The microsat carrying the GPS occultation 
receiver would be launched into a circular and 
near-polar orbit by a Pegasus XL, for example. A 
mission that collected a few days' worth of data 
would be a success, but it would be preferable to 
collect data over several seasons. Therefore, a six- 
month mission would be desirable. 

The exact parameters of the orbit are not 
critical for a successful proof-of-concept mission. 
However, a Sun-synchronous orbit, at an altitude 
of about 900 km, an inclination of -99 deg, and 
with its nodal line in the terminator plane, offers 
attractive operational features, such as simplify- 
ing the satellite solar power system. It also 
provides a longer duration for the mission in full 
Sun, which could supply a test receiver with higher 
power than would be available from an opera- 
tional system. A circular orbit with an altitude of 
900 km can provide a one-day ground track repeat 
pattern after 14 orbits. Such an orbit also yields 
a half-day, quasi-repeat pattern of occultation 
locations, which disperses slowly over the ensuing 
days because no on-orbit station-keeping capabil- 
ity is assumed for the microsat. This could be 
important in planning experiments that compare 
results of in-situ measurements. 

The Pegasus XL can deliver approximately 
200 kg to a 900-km polar orbit. As many as four 
microsatellites could be launched at once. Only 
one of them would need to be dedicated to the GPS 
proof of concept. 

GPS Flight Receiver 

In the spring of 1994, a demonstration unit 
was delivered to the GPS/MET project at UCAR; 
the mission is planned for launch in October 1994. 
The flight hardware and software were delivered 
in approximately 12 months by upgrading a geo- 
detic-quality commercial receiver (the Turbo- 
Rogue). Some hardware changes were needed to 
meet the functional requirements of the mission, 
but performance optimization was deferred to 
later units. Changes to the TurboRogue included 

(1) foaming the components in place to add 
resistance to launch vibration, 

(2) a new enclosure with a mechanical interface, 

(3) designing new software to support auto- 
matic operation on-orbit, 

(4) adding a telemetry and command interface 
with the satellite, 

(5) adding a power supply interface with the 
satellite, and 

(6) modifying the receiver-to-antenna interface. 

This unit has a mass of less than 3 kg and 
requires less than 18 W of power. For the proof of 
concept, GPS's antispoofing function will be turned 
off periodically to support the mission. Three or 
four one-week periods with AS off over the course 
of a six-month mission should be an adequate 
sample of the seasonal effects on the measure- 
ment. 

Proof-of-Concept Operations 
Mission operations, ground control, the data 

receiving system, the GPS global tracking net- 
work, and the central data-processing and archive 
system would be similar to those in an operational 
system. To a large extent, existing institutional 
facilities would be used for the proof of concept. 
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User Segment for Proof of Concept 
Although the central data-processing facility 

of the GPS global network could and probably 
would generate temperatures, pressures, and 
water-vapor distributions from the data records 
in the data information system (DIS), we believe 
that a proof-of-concept demonstration would be 
enhanced by the participation of scientists from a 
number of disciplines, including meteorology, at- 
mospheric science, and radio science. Several 
federal and university laboratories involved with 
global change problems should participate through 
an announcement of opportunity (AO) process; 

these groups would access the radio occultation 
DIS data products and analyze them for further 
assessment of the system performance in terms of 
accuracy and evaluation of error sources, resolu- 
tion, and limitations. These groups would also be 
able to compare and combine radio occultation 
results with data gathered from other ground and 
flight programs studying global change and using 
extensive modeling and analysis programs. In 
general, these groups should evaluate the radio 
occultation technique for its potential role in long- 
term global change research. 
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B TECHNOLOGYREADINESS ISSUES 

Microsatellite Launch Vehicles 
Microsatellite technology has matured con- 

siderably in recent years. Semi-standard satellite 
buses with masses in the 50-kg class and below 
are now available from several commercial sup- 
pliers. Similarly, commercial space transporta- 
tion companies have been focusing more on the 
small satellite market. 

GPS Flight Receiver 
While the required flight receiver is not yet 

completely developed, its component technology 
is well understood and readily available. The 
NASA-JPL-sponsored Monarch receiver, 
launched on TOPEXPOSEIDON in August 1992, 
is the first civilian flight receiver for high- 
accuracy positioning applications. However, pos- 
sible adverse signal conditions in the lower tropo- 
sphere have led to performance specifications 
that drive GPS receiver design toward lower SNR 
operations. This includes the use of the P-code (or 
Y-code) for carrier recovery, improved sky acqui- 
sition techniques, and the recording and report- 
ing of carrier phase measurements at  Nyquist 
sampling rates for the probable bandwidth of the 
signal spectrum in adverse signal conditions. Sev- 
eral design changes in the Monarch would be 
needed to meet these requirements. For example, 
the Monarch uses a signal squaring-detection 

scheme during its GPS signal acquisition phase. 
Although this scheme works well when the GPS 
signal is strong, with rising GPS satellites early 
acquisition will be difficult to achieve because of 
probable adverse signal conditions experienced in 
the lower troposphere. In addition, the Monarch 
also decimates the carrier phase measurements; 
it reports 1 sample per second of a 17-Hz B, 
tracking loop, corresponding to about 30 ms of 
data. This strategy was forced upon the Monarch 
design by throughput limitations in the 1750A 
microprocessor. Unlike many scientific applica- 
tions that are not SNR limited, radio occultation 
is SNR limited in the upper stratosphere and 
lower troposphere. 

The JPL-developed TurboRogue (Meehan et 
al. 1992), which has recently been commercialized 
by Allen Osborne Associates, Inc. (A0A)forground 
operations, is currently being modified for a low- 
Earth orbit experiment (GPSMET). It appears to 
best meet the performance requirements for radio 
occultation if it can be economically flight rated. 
The TurboRogue hardware design is well suited 
for low-Earth orbit science applications. It fea- 
tures a compact, low-power (18 W) design that 
uses a pair of high-density gate array chips, an 
applications-specific integrated circuit (ASIC), 
and the LSI Logic 100,000 series (which is driven 
by a powerful 32-bit microprocessor (kMD 29050) 
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with enough excess throughput to adapt to the 
rigorous tracking environment of atmospheric 
occultations). Heavy emphasis has been placed on 
using digital processing techniques to produce a 
data set where error sources are precisely under- 
stood if not eliminated. The basic design can track 
up to eight GPS satellites simultaneously and 
extract all readily available navigation signals. 

Testing of the ASIC set and the AMD 29050 
microprocessor for total dose radiation and sus- 
ceptibility to single-event upsets from high- 
energy particles was completed in 1992. Use of 
alternative space-rated 32-b microprocessors 
and commercially available flight-rated gate ar- 
ray architectures is also being evaluated. Initial 
data on the GPS-specific VLSI circuitry (designed 
to Mil. Spec.) indicate sufficient radiation hard- 
ness (-30 krad) for medium duration in low-Earth 
orbit applications. Coupled with a static memory 
architecture and radiation-tolerant programmable 
logic, this will provide a good margin of safety 
against the hazards of the space environment. 
Although changes to the specific hardware layout 
are anticipated in order to further improve heat 
transfer and reduce vibration effects, no major 
redesign of the TurboRogue should be necessary. 
Thus, it is reasonable to project a relatively short, 
low-risk development period, consistent with the 
strawman schedule herein. 

Flight Receiver Performance Under AS 
Operations 

An operational GPS occultation system will 
need receivers capable of operating with AS on. 
Antispoofing gives U.S. military users anti- 
jamming capability. In the future, one can expect 
to see AS on for the duration of specific military 
actions (i.e,, for at least several months). With AS 
on, the P-code on both the L1 and L2 carriers is 
coherently encrypted by superimposing a classi- 

fied code known as the W-code, which has a single- 
sided bandwidth of approximately 500 kHz. The 
resultant P@W code is known as the Y-code. Al- 
though recovery of the L1 carrier phase by the 
receiver can still be effected through use of the 
unencrypted clear access (C/A) code, recovery of 
the L2 carrier phase is compromised through 
denial of the P-code unless the receiver operates 
with knowledge of the W-code and, therefore, is in 
a classified mode. 

With AS on, the TurboRogue has a codeless 
operating mode that cross-correlates the Y-code 
on L1 with the Y-code on L2 to produce a measure 
of the ionospheric delay on the signal from which 
the measured L1 carrier phase can be corrected 
and the L2 carrier phase can be inferred. The 
thermal error in the phase measurement derived 
from cross-correlating goes as YSNR for low SNR 
values and approaches 1/2/SNR for large SNR 
values. When the P-code is used, the thermal 
error goes as Y2/sNR. Figure 5-1 shows the 
thermal noise on the L2 carrier phase recovery for 
both P-codeless and P-code techniques. While the 
cross-correlation technique (the “TR XCORR” 
curve shown in Figure 5-1) has adequate SNR for 
ground applications, it does not have adequate 
SNR for the limb-sounding applications in the 
upper stratosphere (where the signature from the 
atmosphere is weak) and in the lower troposphere 
(where scintillations in phase and signal strength 
are likely and where multipath effects are encoun- 
tered). Moreover, rapidly changing ionospheric 
delays encountered by the LEO exacerbate the L2 
tracking problem. To support a near-term tech- 
nology demonstration, a temporary waiver to DoDs 
AS on policy is needed. Theoretically, such waiv- 
ers can be obtained between cooperating federal 
agencies and the DoD by using established proto- 
cols. In practice, these procedures tend to be time- 
consuming and are not 100% reliable. The DoD 
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has consistently urged partner agencies requiring 
P-code performance to implement a Y-code capa- 
bility in their systems. 

For an operational system supporting weather 
and climate modeling, two options are possible: 
(1) the enhanced codeless option (the “code en- 
hanced” curve in Figure 5-l), which exploits the 
relatively narrow RF spectrum of the W-code to 

greatly reduce thermal noise on the Ll-L2 carrier 
phase measurement derived from the correlation 
operation, and (2) the Y-code option. Enhanced 
codeless techniques that improve the SNR to sup- 
port orbital operation have been developed by 
Magnavox, Co. , Ashtech, Inc. , and JPL. The ASIC 
needed to convert any P-code tracking GPS re- 
ceiver to Y-code operation is available from a 
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Figure 5-1. TurboRogue L2 phase noise versus antenna gain for 1-s averaging and a system 
temperature of approximately 250 K a t  6-dB antenna gain. The ‘ T R  XCORR” curve recovers Ll-L2 
carrier phase by cross-correlating the L1 and L2 signals and subtracting the recovered phase from 
the CIA-based L l  carrier phase; thus, the noise penalty for this mode involves the (signal + noise 
power) across the entire P-code RF spectral range. The %ode enhanced” curve involves similar 
correlation operations, but utilizes the narrower W-code RF spectrum. The “f i l l  P-code“ curve 
recovers the L2 carrier phase directly by correlating the received signal with either the receiver- 
generated P-code or the Y-code; it involves the noise power across the P-code RF spectrum linearly. 
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number of sources. For example, Motorola, Inc. 
is currently implementing its Y-code ASIC in a 
radiation-hard process developed by UTMC. In 
addition to the increase in complexity and power 
consumption, the main disadvantage of the Y- 
code option is the prelaunch security cost, particu- 
larly when a non-US. partner is involved and the 
launch is from a foreign site. After launch, AS- 
related flight and ground command and commu- 
nications would be conducted in the open. 

Figure 5-1 shows that over the 0-10 dB range, 
which corresponds to the signal strengths likely 
to be encountered by the LEO from the middle 
troposphere upward, the Y-code offers only a 
factor of 2 to 3 advantage in phase noise over 
the enhanced codeless technique. However, for the 
weak (-10 dB and less) and highly dynamic 
signal conditions found in the lower troposphere, 
one incurs a significant penalty using the code- 
less techniques. Future versions of the Turbo- 
Rogue flight receiver for radio occultation applica- 
tions will include both the enhanced codeless and 
Y-code options. 

FlighUGround Communications 

The requirements on the communications sys- 
tem are modest. Assuming that occultations data 
are collected at 50 samples per second, each satel- 

lite produces less than 65 Mbytedday. This can 
be downlinked in -10 min at 1 Mbps. A 1-kbps 
uplink would make it possible to perform 25-kbyte 
modifications to flight software in a single track- 
ing pass from a low-latitude station. 

Satellites can operate in a store-and-forward 
mode. Only one or two ground terminals would be 
needed to support the whole constellation. One 
high-latitude site, which would have six to eight 
contact periods with each satellite per day, is 
desirable for monitoring satellite operation and 
troubleshooting. Low-latitude sites typically have 
contact with the satellite two or three periods per 
day. 

The ground control and data receiving system 
will consist of readily available products. The 
US. Air Force has developed ground equipment to 
support their Space-Ground Link System (SGLS) 
that has all the necessary elements needed to 
synthesize the ground terminals and to support 
the proposed constellation. If needed, SGLS 
offers an option for over-the-air rekeying of GPS 
flight equipment. Furthermore, the National 
Oceanic and Atmospheric Administration (NOM) 
and the small satellite industry both have well- 
developed systems for command, control, and data 
acquisition from satellites. 
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CHAPTER 

COST ESTMmS AND SCHEDULE 

Cost of Implementing the System 

In this chapter we discuss both the cost of a 
system that would demonstrate the occultation 
concept and the cost of the ultimate system. We 
chose for illustration a single-purpose satellite 
and dedicated launch vehicle, either the Pegasus 
XL or a competitive launch vehicle. The non- 
recurring cost of developing the first single-pur- 
pose satellite flight system with the ground sys- 
tem support for the constellation is estimated 
between $10M and $15M. The cost to deploy, 

operate, and maintain a constellation of 20 to 30 
microsatellites is estimated to be between $40M 
and $50M per year; this includes the cost of pro- 
ducing refractivity profiles for the user commu- 
nity. The breakdown of the annual cost estimate 
is illustrated in Figure 6-1 (see Appendix A for 
further details on the baseline cost estimate). 

Figure 6-1 provides a range of cost estimates 
for the main system elements. It serves as a 
baseline for comparing alternatives for reducing 
cost. There are a number of ways to reduce the 

Figure 6-1. Baseline budget breakdown for a single-purpose satellite system 
using Pegasus XL launch vehicle (four satellites per launch). 
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cost of deploying a constellation of GPS limb- 
sounding instruments. More satellites per launch 
and cheaper launches clearly are advantageous. 
Some of the alternatives are discussed below. 

Depending on the level of cost sharing for the 
first launch, a demonstration mission with the 
first article of the single-purpose flight system 
could be conducted for $EM to $25M; this in- 
cludes the cost of development (NRE) plus the 
launch. 

Launch Costs for Microsatellites 

There are several possibilities for launching 
the constellation of microsatellites needed for the 
system. Several options are discussed below. 
Choosing the Pegasus XL as the dedicated launch 
option is the conservative approach and the most 
costly option. 

A piggyback option seems viable for the 
ultimate system if the primary purpose of the 
launches also involves supplying satellites to a 
compatible constellation. Satellite constellations 
currently planned include the 24-satellite GPS 
constellation maintained by the U.S. Air Force, 
the 66-satellite IRIDIUM constellation proposed 
by Motorola, the 24-satellite ORBCOMM constel- 
lation proposed by Orbital Science Corporation 
(OSC), the 810-satellite project by Teledesic, and 
the 48-satellite constellation by Globalstar. 

Dedicated Launch With Pegasus X L  
The price of a Pegasus XL launch has varied in 

recent years, but the reported costs range from 
$8M to $EM. We suspect that the price may 
depend on many factors. To stay competitive, the 
base price must be maintained at the $9M to $10M 
level, and development costs for unique mission 
interfaces must be added to this price. We esti- 
mate that development costs could be between 
$1.5M and $2M. Because the Pegasus XL is 

expensive on a cost-per-pound-to-orbit basis, us- 
ing this launch vehicle may not be the best ap- 
proach in the long run. However, the expense of 
a dedicated launch of this kind is balanced against 
the control and flexibility that it offers project 
management. With the Pegasus XL, manage- 
ment can optimize the system with a minimum 
number of constraints. 

Piggyback Microsat on the ARIANE 

At $0.2M per satellite, the ARIANE option is 
inexpensive, but the service it offers is limited. 
Locations for up to six 50-kg microsatellites are 
provided in the adaptor ring. But because of 
ARIANE's direct-ascent operation, the orbit must 
be similar to the orbit of the primary payload. In 
addition, space is offered on the basis of payload 
mass availablity. The primary payload customer 
must agree to ARIANESPACE launching the 
microsats. Moreover, ARIANESPACE must be 
assured that the microsats will not interfere with 
or present risk to the primary payload. We know 
of no plans for the ARIANE to maintain a constel- 
lation of satellites of any kind. 

Piggyback DELTA II on the Ball Aerospace 
Quickstar 

The U.S. Air Force and NASA are both encour- 
aging piggyback launches. The piggyback option 
is offered for the cost of developing the interface 
and integrating the microsatellite with the Delta 
second stage. The cost of developing a new inter- 
face ranges from $2M to $4M. The cost of integrat- 
ing the microsatellites with the launch vehicle 
ranges from $lM to $2M. Ball Aerospace suggests 
attaching four 170-kg satellites to the second 
stage of the Delta 11. At least one mission has been 
conducted in this mode: LOSAT-X in 1989, a 
single satellite. More piggyback launches are 
planned for the Delta 11. The Delta I1 is used to 
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launch the GPS Block I1 satellites and is a candi- 
date for launching the GPS Block IIR satellites. 

To make piggyback launches feasible, the prob- 
lem of constellation compatibility must be re- 
solved. Because of the 55-deg orbit inclination, 
the number and quality of high-latitude limb 
soundings are reduced. Furthermore, the deploy- 
ment scenario adds risk to the GPS mission pro- 
file. The dual-constellation deployment scenario 
that maximizes payload capability requires that 
the Delta be initially deployed into an orbit with 
an apogee similar to the microsat orbit altitude 
(e.g., 900 km). At the apogee of the initial orbit, 
the microsatellites are deployed and at this point 
provisions must be made to circularize the orbits 
of the microsatellites. At the perigee of the initial 
orbit, the second stage of the Delta I1 fires again 
(into the transfer orbit to reach the GPS orbit 
altitude). It is not at  all clear whether the risk of 
deploying three or four microsatellites before the 
GPS satellite would be acceptable. After all, GPS 
is paying for the launch. 

Constellation Deployment Model 

If the atmospheric refractivity is worth moni- 
toring, it is worth monitoring over an extended 
period of time, perhaps decades. The strategy for 
implementing the system needs to account for 
this. Specifically, a system must be established to 
produce, launch, operate, and maintain a constel- 
lation of satellites for an indefinite period. 

An efficient system must balance the satellite 
production rate (SPR) with the satellite consump- 
tion rate (SCR). This means that the satellite 
design life (SDL) should equal the time it takes to 
deploy the constellation plus one launch interval. 
The first satellites fail when the satellite produc- 
tion system has produced N+l satellites, where N 
equals the number of satellites in the constella- 
tion. It follows that 

SDL = NiSPR (6.1) 

In practice, it is not possible to accurately 
engineer the life of satellites; they either last 
longer than expected or fail prematurely. The 
strategy suggested here is to let the size of the 
constellation N be the independent variable 
(N = SDL x SPR), and then empirically, to tune 
the satellite’s life expectancy to achieve the de- 
sired size of the constellation. 

To illustrate this idea, we have chosen a model 
budget for producing six satellites per year. Ini- 
tially, we targeted for a satellite design life be- 
tween one and two years. Assuming this, the 
constellation will stabilize at between 6 and 12 
satellites. As time goes on, our deployment plan 
holds the production rate constant and expands 
the size of the constellation by increasing the 
satellite design life through a planned design 
improvement program. Because experience with 
satellite failures will influence the design im- 
provement process, this strategy minimizes the 
cost of initial design of the satellite and allows the 
engineering effort to be concentrated on the most 
important design deficiencies. When the actual 
satellite life reaches four years, the constellation 
will move toward a stable size of 24 satellites. The 
model budget includes the costs for this design 
improvement process at 10% of the initial devel- 
opment cost each year. 

This deployment strategy is consistent with 
achieving a 12-satellite constellation in 5 to 
6 years and a 24-satellite constellation in 16 to 
18 years. The growth scenario for the constella- 
tion is illustrated in Figure 6-2 for two different 
mean-time-between-failure (MTBF) scenarios, 

A schedule for developing a 12-satellite con- 
stellation by the end of 2002 is presented in 
Figure 6-3. To achieve this objective, the develop- 
ment program must be started in 1995. 
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Figure 6-2. Management standard for building the constellation. 

Figure 6-3. Top-level development schedule for 24-satellite constellation. 

Satellite Cost Model 

The satellite subsystems are essentially off- 
the-shelf systems developed by DoD and commer- 
cial programs to reduce the cost of operating in 
Earth orbit. By using off-the-shelf systems, we 
assume that the second article will cost 80% of the 
initial unit. This estimate is on the high side 
according to some manufacturers. 

Payload Cost Model 

The development cost for the flight TurboRogue 
with Y-code capability is based on class-C reliabil- 
ity standards. Our estimate includes the cost of 
the commercial P-code TurboRogue that will be 
integrated with an off-the-shelf W-code generator 
(e.g., Motorola’s SharpshooterTM chip) and Red- 
Prom technology for over-the-air rekeying of the 
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W-code generator. We assume a fair amount of 
attention will be devoted to the antenna engineer- 
ing required to control the multipath from the 
satellite and to calibrate the antenna. An 
ultrastable oscillator (US01 similar to the Mars 
Observer US0 will be purchased from The Johns 
Hopkins University Applied Physics Laboratory. 

Based on an estimate of the amount of engi- 
neering that will be involved in developing the 
first article, we assume that the second article can 
be produced for 20% of the initial unit cost. For 
example, the second GPS flight receiver on TOPEW 
POSEIDON cost only 15% of the cost of the first 
receiver. 

Learning Curve Allowance 

Experience in the production environment 
shows that cost goes down as cumulative output 
increases. A simple logarithmic model has been 
used to account for this effect on the cost of the 
satellite, payload, and launch vehicle: an empiri- 
cal exponent for this effect is 0.9 (i.e., commonly 
called a 90% learning curve). 

The Mission Operation System Cost Model 

A dedicated satellite communication terminal 
should be able to easily handle the data flow 
between the ground and the satellites in the 
constellation. Allowance has been made for an 
upgrade of six GPS receivers in the GPS Global 
Network and an upgrade in the GPS operations 
center that will handle the ground data. To 
manage the operation, we estimate that a staff 
of approximately 25 people working 1.4 shifts 
per week will be sufficient. (The U.S. Air Force 
Consolidated Space Operatiom Command at the 
Falcon Air Force Base employs five shifts per 
week to control the GPS constellation. This is 

handled by a staff of 125.) Staffing of the GPS 
operation center is based on the assumption that 
the existing operation at  JPL is supplemented. 

We also assume that the size of the mission 
operation staff is invariant with the size of the 
constellation, from 1 to 30 satellites. We believe 
that this is a reasonable estimate given the time 
needed to train people, the likelihood of more 
frequent problems early in the deployment phase, 
and the expectation of shorter life for the flight 
equipment when the system has not yet matured. 
The assumed constant launch rate is consistent 
with this staffing level. 

No learning curve allowance is made for the 
operations crew needed for the deployment phase. 
Because of the volume of data they must handle 
and the number of decisions they must make, the 
operators’ workload will probably increase for 
several years into the deployment phase. 

Mission Annual Cost and System Performance 
Trade-offs 

Although still in the conceptual stage of devel- 
opment, the model budget does illuminate some 
important trade-offs that need more study. The 
annual budget is clearly dominated by the cost of 
producing and launching satellites. Launch cost 
can be reduced if more than three satellites can be 
carried on each launch. For the constant satellite 
production-rate scenario, the slower launch rate 
would presumably save money. However, an even 
distribution of satellites in each of the assumed 
eight planes will be more difficult to maintain. 
Further investigation needs to be conducted in 
how the number of planes impacts the utility of 
the GPS occultation data product. Fewer orbit 
planes offer more opportunities to reduce overall 
system cost. 
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CHAPTER 

H RADIO OCCULTATION METHODOLOGY 

Introduction 
As the LEO orbits the Earth, the received 

navigation signal from a distant and setting (ris- 
ing) GPS satellite passes through successively 
deeper (higher) layers of the Earth's atmosphere. 
The GPS signal is both bent and retarded, causing 
a delay in arrival at the LEO (Figure 7-1). At the 
required sampling rate, the LEO records the 
dualband carrier phase measurements, the C/A 
and P-code group delay measurements, and the 
signal strength measurements made by the flight 
receiver; these are transmitted from time to time 
to the ground at designated telemetry sites. To 

eliminate errors arising from short-term oscilla- 
tor instabilities in the satellites and receivers, at  
least one of the stations in the GPS ground net- 
work must concurrently track the same occulted 
satellite as well as at least one other satellite 
observed by the LEO. At a central network facil- 
ity, the data streams from the flight receiver and 
from the ground network are processed in parallel 
at synchronous epochs to eliminate the effect of 
the oscillator errors. Highly accurate ephemer- 
ides of the LEO and GPS satellites referenced to 
the ground-based terrestrial frame (which is de- 
fined by the geocentric locations of the ground 

Figure 7-1. The ray pathgeometry for the LEOJGPS satellite combination is exaggerated. 
The maximum bending angle a, atgrazing incidence with the Earth's surface, is about 
1 deg for dry air. The maximum difference between b and r,,, the grazing distance of 
the actual ray, is about 60 km. 
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receivers) are produced along with the carrier 
phase and amplitude profiles arising from the 
occulted GPS satellites. 

The radio occultation technique takes 
advantage of the extremely precise phase and 
amplitude measurements of the GPS navigation 
signals that pass through the Earth's atmosphere 
to provide accurate retrievals of the vertical 
refractivity profile (Figure 2-1). The nominal 
instrumental accuracy (i.e., excluding non-receiver 
error sources) ofthe L 1 carrier phase measurement 
for the TurboRogue, which uses both the C/A and 
P-codes to obtain in-phase and quadrature carrier 
phase estimates every 20 ms, is around 0.1 mm at 
a 1-Hz sampling rate. Therefore, a detectable 
effect will be observed in the carrier phase residuals 
from a GPS signal passing through the mesopause 
as high as 90 km. The TurboRogue also measures 
the amplitude of the signal to an accuracy of about 
0.3% at a 1-Hz sampling rate at  nominal SNR 
conditions. The information in the amplitude 
measurement is complementary to that in the 
phase measurement. The amplitude data are 
used along with the phase data primarily for 
spectral analyses of signal structure as a result of 
multipathing in the lower troposphere and for 
sharpening the resolution using Fresnel transform 
techniques. 

Radio Occultation Inversion Techniques 

Although the open literature is replete with 
discussions of various aspects of radio occultation 
theory applied in probing planetary atmospheres 
in the Solar System (see also Lusigan et al. 1969, 
for an early discussion of the use of Earth satel- 
lites), there has been only limited discussion of the 
specific application with GPS (Melbourne et al. 
1988; Yunck et al. 1988; Hardy et al. 1992; Bauer 
et al. 1992; Ware 1992; Hardy et al. 1993; Yuan 
et al. 1993; Kursinski et al. 1993a; Kursinski et al. 

1993b; Gorbunov and Sokolovskiy 1993; Hajj 
et al. 1994a; Hajj et al. 1994b). Also, discussion of 
the basic methodology is somewhat scattered over 
a nearly 30-year period. Consequently, a descrip- 
tion of the methodology is provided here for com- 
pleteness. 

Strictly speaking, the propagation of the GPS 
signal through the atmosphere obeys Maxwell's 
equations in which the propagation medium is 
characterized by a three-dimensional spatial (and 
possibly temporal) distribution of a complex and 
dispersive refractive index. Here, it is convenient 
to assume that the refractive index is real 
(i.e., zero absorption) and to assume that the sig- 
nals are monochromatic; both of these assump- 
tions are largely valid for GPS signals. Because 
the wavelengths of the GPS radio signals are 
small compared to the characteristic scale of the 
problem, a geometric optics approach will also be 
used. (Fresnel diffraction topics are covered in 
Chapter 11.) 

For simplicity, we assume coplanarity for the 
ray path of the GPS signal, which is a good ap- 
proximation for the Earth's atmosphere. A SUE- 
cient condition required for the ray path to be 
coplanar is one in which the component of the 
refractivity gradient normal to the plane is zero 
everywhere along the path. This plane osculates 
with time, depending on the out-of-plane compo- 
nents of the orbital velocities. The orbital radii of 
a GPS satellite and the LEO are about 4.1 and 
1.1 Earth radii, respectively. The geocentric an- 
gular rate for the LEO is about 4 rad/hr and for the 
GPS satellite, about 0.5 rad/hr. 

The resulting ray path from the GPS satellite 
to the LEO, in a geometric optics context, is by 
definition a path of stationary phase. Specifically, 
the phase delay incurred on this path is stationary 
with respect to the phase delay that would have 
resulted from following any other neighboring 
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and physically realizable path. This simply means 
that the ray satisfies Fermat's principle globally 
and Snell's law locally. Let Ap be the additional 
delay as a result of the GPS signal traveling 
through the atmosphere. From the stationary 
phase concept (Appendix B), it follows that this 
ray must satisfy the requirement 

Ap = jn(r) ds - RLG = a stationary value (7.1) 

where n( r) is the real part of the refractive index, 
r is the geocentric position vector of any point on 
the ray, s is the arc length along the path, and R, 
is the geometric straight line distance between 
the LEO and the emitting GPS satellite, that is, 

(7.2) 

where R L  and R G  are the geocentric position 
vectors to the LEO and GPS satellite, respectively 
(see Figure 7-1). In the following, we use a geocen- 
tric inertial frame to define the relevant quanti- 
ties. 

From the calculus of variations (or from Snell's 
law), it can be shown (see Appendix B) that a 
necessary local condition on the curvature of the 
ray, which must hold at  all points along the path 
to achieve stationary phase (corners on the path 
involving discontinuities in n(r) are discussed 
below), is given by 

n 9 - 1  = ITxVnI (7.3a) 

where 9 ( r )  is the radius of curvature of the 
ray and T(r) is its unit tangent vector, that is, 
T = k/k, where k(r) is the vector wave number of 
the ray a t  point r and Vn is the gradient vector of 
the refraction index. The radius of curvature 
condition in eq. (7.3a) is an alternate form of the 
Euler equation, which is a necessary condition for 
the ray path if it is to be a path of stationary phase. 
The vector form for Zr )  (see Appendix B) is given 
by 

n -  T x ( V n x T )  = Vn-(Vn-T)T (7.3b) s= 
It follows that 9 lies in the osculating plane 

defined by the normal vector parallel to 
(Vn x T), but 9 is perpendicular to T and di- 
rected toward increasing n. Thus, the ray path is 
concave toward increasing n. At corner points on 
the ray path involving discontinuities in n( r), the 
usual care must be taken in defining the right- 
and left-hand limiting values of Vn. 

The corner conditions for the boundary inter- 
cept problem from the calculus of variations (see 
Appendix B) also yields Snell's law, namely, 

n(r)[T(r) x N(r)] is continuous along the ray (7.4) 

where N is the unit vector normal to any boundary 
surface transected by the ray and across which 
n(r) may be discontinuous. The condition in 
eq. (7.4) holds in three dimensions, providing the 
vector version of Snell's law, nl sin 'pl = n2 sin cp2, 
where cp is the angle between T and N. 

The differential bending angle d a  accruing on 
the ray path over a differential arc length ds, and 
at any point possessing a continuous slope, is 
definedby(9xda) =Tds; itfollowsfromeq. (7.3b) 
that d a  is given by 

d a  = n-l(TxVn)ds (7.5) 

This can also be readily obtained by applying 
Snell's law eq. (7.4) over an infinitesimal arc 
length ds of the ray path if n(r) is continuous. For 
a ray path without corners, that is, for a ray path 
that encounters no discontinuities in n(r), the 
total bending angle a is given by 

a = jn-1 (T X Vn) ds (7.6a) 
2f 

where gdenotes a path integral along the ray. For 
ray paths with corners, eq. (7.6a) becomes 
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a = In-l(T x Vn) ds + X A a k  (7.6b) 

where Aak follows from applying Snell’s law, 
that is, (Tk-l x Nk) nkPl = (Tk x Nk)nk, at  the lzth 

Because the ray path as defined by eq. (7.1) is 
a path of stationary phase, the measured phase 
residual is sensitive only to second-order varia- 
tions in the position and slope profile of the ray 
path. As a consequence, using the residual phase 
measurements directly to recover the atmospheric 
refraction profile leads to instability in the ray- 
tracing and refractivity recovery algorithms be- 
cause of their insensitivity to ray path variations. 
On the other hand, the property of stationary 
phase also implies that the time derivative of the 
residual delay, that is, the Doppler residual, has 
no explicit first-order dependence on the velocity 
of the ray path itself as its shape and location 
evolve with time through the Earth’s atmosphere 
(see Appendix B). Consequently, the Doppler 
residual depends only on local conditions at the 
LEO and the emitting GPS satellite, a much 
simpler relationship. Specifically, for both satel- 
lites the Doppler residual only depends upon the 
component of the satellite’s velocity vector in the 
direction of the local ray path. Because R, and 
RG are known from POD information obtained 
before, during, and after the occultation event, the 
Doppler residual and the POD information yield 
0, the angle between R, and T(R,) (Figure 7-l), 
and x ,  the angle between RG and T(RG). The 
deflection angles of the ray at the LEO, y, and at  
the GPS satellite, 6, readily follow. Thus, it is the 
Doppler residual, recorded by the LEO, not the 
phase residual, that is used in conjunction with 
the bending angles for ray tracing to recover n(r). 
Moreover, it is eq. (7.6), not eq. (7.1), that provides 
the basis for the inversion algorithms. We present 

Corner (Sin(Aak) = I Tk-1 X Tk I ). 

below two inversion approaches; the first is a 
general and discrete approach that assumes Vn 
varies as a piecewise constant along the ray path; 
the second is a continuous approach that uses 
eq. (7.6a) but assumes spherical symmetry. 

Differentiating eq. (7.1) with respect to  time 
and invoking the endpoint transversality condi- 
tions from the calculus of variations (Appendix B), 
we obtain an expression for the Doppler residual 
that is given by 

This expression, which depends only upon 
local coordinates and velocities of the satellites at 
the reception and transmit epochs, provides a 
constraining condition on the deflection angle y 
of the ray at the LEO and the deflection angle 6 
at the emitting GPS satellite in terms of the 
observed Doppler residual and the satellite or- 
bital velocity vectors provided by POD. 

Ray-Tracing Tee hn iques 

The condition in eq. (7.7) and the supporting 
POD information are sufficient to begin a recur- 
sive ray-tracing program to reconstruct the ray 
path from the LEO back to the emitting GPS 
satellite for each observational epoch within the 
occultation event. Figure 7-2 shows a now-classic 
example of this approach using the so-called onion 
skin model. Here, the gradient of the index of 
refraction within each layer is assumed to be 
constant, but the layers themselves need not be 
spherical nor the resulting ray path coplanar; 
they can be defined to best match the local stratig- 
raphy of the refracting medium. We can either 
require continuity in the refractivity across the 
boundaries or, if not, invoke Snell’s law at  the 
boundaries. Also, the layers need not be of equal 
thickness, nor in practice are they, because the 
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observational epochs are not necessarily spaced to 
yield equal thickness. Usually local spherical 
symmetry (i.e., corrected for flattening) has been 
used for the terrestrial planets and ellipsoidal 
symmetry for the Jovian planets (Linda1 1992). 

A recursive approach enables us to recon- 
struct the path of the ray through the atmosphere 
for each Doppler observation epoch and, there- 
fore, to obtain the refractivity at  the point of 
closest approach by that ray and the position of 
the point of closest approach. From the ensemble 
of Doppler residual observations, we sequentially 
build a profile of the atmospheric refractivity. 
This can be represented schematically by a trian- 
gular matrix for the linear system that results 
from the differential correction process. Here, the 

coefficient qj in Figure 7-2, which depends on the 
particular stratigraphy adopted for the onion skin 
model, represents the partial derivative of the 
total bending angle, a = y + 6, with respect to the 
gradient of the refractivity in the j th  layer for 
the ray whose lowest atmospheric penetration 
is through the ith layer. The quantities 6ai and 
6(Vn)i in Figure 7-2 are the differential correc- 
tions to their respective nominal values. For 
example, XI, would account for the ray path 
curvature and, hence, the bending that results 
from the vertical refractivity gradient encoun- 
tered by the ray as it traverses across the central 
cap of the top layer. 

In effect (but not strictly in practice), the 
matrix in Figure 7-2 is sequentially inverted from 

Atmospheric Layers 7 To GPS Satelllte -w 

7- GPS 
LEO a= totd refractive bending angle 

X31 X32 X s  0 0 

Figure 7-2. Onion skin model of atmospheric refraction. The gradient of the index of refraction is 
assumed constant within each layer. Continuity in the refractivity is required across the boundaries; 
otherwise, Snell's law is applied across each layer boundary. Starting at a 3-Hz sampling rate in the 
upper stratosphere and reducing to about 1 Hz in the lower troposphere, the total number of layers (m) 
m u l d  be about 100. The layer thickness would be about 1 km. 
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the top down using the previously recovered val- 
ues of the refractivity gradients associated with 
the overlying layers. This sequential approach 
enables one to recover the entire vertical profile 
n(r) from top to bottom by integrating the recov- 
ered gradient series along the space curve normal 
to the boundary surfaces. 

This recovery process can be readily described 
for the special case where the LEO and GPS 
satellites travel in circular orbits, which would be 
essentially true. For this case it follows from 
Figure 7-1 and eq. (7.7) that the deflection angles 
y and 6 are constrained by the Doppler condition 

or 

where all quantities in eq. (7.8) except y and 6 are 
known from POD orbital position and velocity 
vector information for the LEO and the GPS 
emitting satellite.’ Here, the angles w and fi are 
defined in Figure 7-1. The quantities 6 Land 6 , 
are the components of the geocentric angular 
rates of the two satellites in the plane of propaga- 
tion relative to an inertial reference; therefore, 
the angular rate of the central angle 0 is given by 
0 = 8,- 8,. The quantity V, is the component 
of the orbital velocity perpendicular to the LEO- 
GPS line. The quantity b is the “impact param- 
eter” or distance of closest approach of the 

I The index of refraction has been set to unity in eq. (7.8). 
In fact, the nominal altitude of the LEO is within 
the boundaries of the ionosphere (see, for example, Fig- 
ure 8-16). However, in solving for the refractivity in the 
neutral atmosphere, it is the ionosphere-free linear com- 
bination of the L1 and L2 carrier phase observations that 
must be used in eq. (7.8); this linear combination is 
known to include small higher order effects from the 
ionosphere, which should be included. (See Chapter 8.) 

undeflected ray to the geocenter; that is, the path 
that the radio signal would have followed in the 
absence of the Earth and its refracting atmo- 
sphere-it is also known from POD. It follows 
from Figure 7-1 that 

b = RLsin = R,sin (7.9) 

Also from Figure 7-1, we obtain 

aL = RLsin(yr+y) (7.10a) 

and 

a, = R,sin(fi+6) (7. lob) 

where aL and a, are, respectively, the impact 
parameters of the outgoing and incoming 
asymptotes of the deflected ray. Therefore, 
eqs. (7.8) and (7.10) provide information through 
the Doppler residual and the POD on the directions 
(y and 6) and locations (aL and a,) of the asymp- 
totes at each observational epoch. If a value ofy is 
assumed then values for the remaining quantities 
follow from these constraints. 

Now consider the case where the refractivities 
of all of the layers overlying the ith layer have 
already been determined sequentially from the 
first i - 1 Doppler residual observations. We de- 
scribe the recursive ray-tracing process required 
to recover the refractivity for the ray that reaches 
a closest approach in the ith layer. Under the 
spherical symmetry assumption the problem will 
simplify considerably as discussed later. But for 
the general case where spherical symmetry does 
not necessarily apply, the convergence to the cor- 
rect values of y and n is accomplished recursively. 
At the beginning of the recursive process, the 
provisional value of y at the ith observational 
epoch yi establishes the provisional direction of 
the outgoing asymptote of the ray path for that 
epoch (Figure 7-3). Also, the provisional value of 
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Figure 7-3. Ray tracing through a layered atmosphere. Ray path traversing the ith layer 
at closest approach and niare determined sequentially by the ith Doppler observation and 
the boundary conditions using previously determined values of n for the overlying layers. 

aL from eq. (7.10a) (or equivalently the boundary 
condition that the outgoing asymptote must inter- 
cept the LEO at the observational epoch) places 
the location of the asymptote. Tracing backward 
from the LEO along the asymptote, the ray path 
descends through progressively deeper layers 
of the overlying atmosphere. The ray’s location 
and direction (at the points A,, A,, ..., h-,, in 
Figure 7-3) are controlled by the successive appli- 
cation of the ray path curvature within each layer, 
which is based on the values of the refractivity 
gradient associated with each overlying layer ob- 
tained from observations made at the i - 1 earlier 
epochs within the occultation event (later epochs 
for emerging occultations). Near the mid-point, 
the ray path traverses the ith layer along a curved 
ray path2 &Bi, which is the lowest layer for that 
observational epoch passing through a previously 
untraversed layer and, therefore, through a 
region of currently undetermined refra~tivity.~ 
After reaching a minimum altitude at rio, the ray 
path then begins its return ascent through the 

refractivities. Finally, it exits the atmosphere 
along the incoming asymptote and follows it to  
interception with the LEO-GPS line defined by 
the vector [RG(tr) - RL(t)l. There, it must satisfy 
the boundary conditions that require the wavefront 

1 

I 

i 
I overlying layers of previously determined 

I normal to the ray path to intercept the emitting 

GPS satellite at  the appropriate retarded time t, 
and with the provisional deflection angle given 
by eq. (7.8). Specifically, these interception condi- 
tions require that the position and propagation 
vectors, r(t,) and T(r(tr)), of the wavefront on the 
incoming asymptote must satisfy 

where t, is the retarded time associated with the 
observation epoch t and corresponds to the epoch 

A curved path should be assumed within the layers to 
fully account for ray path bending. Hence, alocal gradient 
must be included that is based on the recovered refractivity 
profile. If intralayer bending were not included by 
assuming that the refractive index varied in a piecewise 
constant fashion (remaining constant within each layer) 
and only Snell’s law were applied to the straight-line ray 
path segments at the boundaries, then a prohibitive 
number oflayers (m > lo5) would be needed to achieve the 
required accuracy (5 0.1%). (See Appendix C.) 

Here we have assumed that the spacing between obser- 
vational epochs in fact pIaces the lowest penetration of 
the tth my iil the tth layer. Clearly, the adcptec! vertical 
spacing between layers must be consistent with the 
sample rate and the local value of a. An iteration on the 
sample rate and/or interpolation of the Doppler may be 
required to maintain commensurability with the spacing 
of the layers. 
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when the wavefront intercepts the emitting GPS 
satellite; i.e., t, = t - ( I RL(t)-RG(tr) I + Dr)/c. It 
corrects for the LEO-GPSlight time, about 100 ms. 
(Here, small relativistic effects are ignored.) In 
general these two (for the coplanar case) indepen- 
dent intercept conditions specified by eq. (7.11) 
will not be satisfied by arbitrary values of the two 
degrees of freedom available, namely, the values 
of y, and the gradient of II,.~ 

In practice, this ray-tracing procedure must 
be done iteratively, adjusting the free parameters 
to obtain a match in the boundary conditions at 
the emitting GPS satellite. There are a number of 
methods for achieving convergence. One approach 
uses a dual backwardlforward ray-tracing scheme 
as follows: Trace backward from the position of 
the LEO at epoch t and trace forward from the 
position of the GPS satellite at epoch tr using the 
provisional values of y, and ai, which are mutually 
constrained by the Doppler observation through 
eq. (7.8). The segments of these two ray paths that 
are located in the i - 1 layer are provisionally 
determined because the refractivities and their 
gradients are known in the overlyinglayers. These 
provisional ray segments intersect the ith bound- 
ary at 4 and B,, respectively, and, therefore, they 
provisionally define the positions on the boundary 
through which the ray path in the ith layer must 
pass. But the resulting provisional bending 
angle of the ray through the ith layer will not, in 

From Figure 7-3, the boundary between the i-1 and i 
layers is set by the choice of spatial symmetry and 
boundary scale (ri) adopted for the onion skin model. The 
position of Ai on the ith boundary is determined by its 
intersection with the ray in the i-1 layer whose position 
and slope are set by the provisional value of yi and the 
known values of n and its gradient in the overlying 
layers. Choosing a value for the gradient of ni fEes the 
path AiBi. This sets the position of Bi on the ith boundary 
and the exit angle ofthe ray into the i-1 layer at Bi, which 
in turn sets the remaining ray path back to  the GPS 
satellite. 

general, satisfy the continuity conditions in posi- 
tion and/or slope at 4 and B, for any choice of the 
gradient of ni. It then becomes necessary using 
some differential correction procedure to alter the 
provisional values of y, and 6,, subject to the 
constraint imposed by eq. (7.8), and the corre- 
sponding value of the gradient of n, to achieve 
convergence. When convergence is achieved, the 
sequential process continues to the i + 1 observa- 
tional epoch. 

For the special case of a spherically symmetric 
atmosphere, the recursive process described above 
is eliminated because both y, and 6,  follow directly 
from the ith residual Doppler observation. It will 
be shown later in this chapter that this symmetric 
case yields 

a = aL = aG = R,sin(y + y) = RGsin(P + 6 )  (7.12) 

It  follows from this and from eq. (7.8) and Fig- 
ure 7-1 (with circular orbits) that 

RL6[sin(yr + y)  - sinyr ] 

R G ~ [  sin( p+ 6) - sinp] 
Ab = or  ])I and6 

(7.13) 

Thus, the location and direction of both the 
incoming and outgoing asymptotes are set from 
the Doppler residual observation and the POD 
information when spherical symmetry is assumed. 
Using the backward/forward ray-tracing scheme 
described above for the ith Doppler observation, 
we can solve directly for the positions of the points 
4 and B, on the circular boundary of radius r, 
between the i - 1 and i layers in terms of the 
boundary conditions on the positions of the two 
satellites and the known values of yi and 6, from 
eq. (7.13). Thus, a recursive technique is not 
required (except perhaps as an iteration to effect 
a small adjustment in t, to account for the extra 
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time delay 4p/c). From the curved path hBi, we 
obtain rio, the radius of closest approach of the ith 
ray; from the converged value of the gradient of ni, 
we obtain the value of n(rio) by integrating its 
gradient downward along the normal to the equi- 
potential surface. 

For the spherically symmetric case, a more 
efficient scheme using an Abel transform tech- 
nique will be discussed below. 

In polar coordinates eq. (7.8) becomes 

(7.14a) 

which for the spherically symmetric case becomes 

A 0  = ( a - b ) 6  (7.14b) 

The bending angle a at the LEO for a thin 
atmosphere such as the Earth's is about 1 deg a t  
grazing incidence for dry air and is given with 
good approximation by the ratio of the residual 
Doppler to the transverse velocity of the GPS- 
LEO line in the plane of propagation, that is, 

a = -Aph + O[(Aph)2] (7.15) 

This follows from eqs. (7.9), (7.121, and (7.14). To 
first order, y and 6 are given by 

y =-- Ai, 1 + O[ (Ap / biz] 

6 = - -  Ab 1 + O[ (Ai,/ 6121 
b 1+ RL C O S ~  / RG C O S ~  

(7.16) 

b ~ + R G C O S ~ / R L C O S ~  

Inasmuch as the maximum value (for dry air) of c1 

for the Earth is 0.02, the error in the first-order 
expressions in eqs. (7.15) and (7.16) is less than 
2%. The second term in the denominator of 
eq. (7.16) for y is a parallax correction that van- 
ishes for very distant emitting spacecraft. 
Although the carrier phase measurements from 

the TurboRogue form a statistically independent 
series, which is the fundamental observation set, 
the ionosphere-corrected Doppler observations 
formed from these phase measurements can be 
considered to be statistically independent (with 
some appropriate sampling interval) and to have 
a receiver accuracy (i.e. , excluding mismodeled 
environmental error sources) of about 1 m d s  
under nominal signal conditions. The magnitude 
of b is about 3 k d s  for vertically descending 
(ascending) occultation profiles; that is, profiles 
for which the LEO, the geocenter, and the emit- 
ting GPS satellite remain in the same plane dur- 
ing the occultation event. Thus, the series of 
bending angle observations has an instrumental 
accuracy of about 300 nrad. 

The Case of Spherical Symmetry: 
The Abel Transform 

When local spherical symmetry is assumed, 
a remarkable simplification in the ray-tracing 
algorithms is available, which has its origins in 
seismology (Phinney and Anderson 1968; Fjeldbo 
et al. 1971). The simplification results in integral 
expressions for both the triangular matrix and its 
inverse that are associated with the linear system 
of ray paths and deflection angles described above 
and shown in Figure 7-2. For a spherically sym- 
metric atmosphere, n is assumed to be a continu- 
ous function of radial position only. Upon apply- 
ing the calculus of variations to eq. (7.1) in polar 
coordinates, we obtain for the residual phase 
delay5 

00 

- 2 I Ed[ n2r2 - a2 ] dr - RLG (7.171 
n 

r0 

See footnote 1 regarding appropriate treatment of the 
ionosphere, which wodd modify eq. (7.17) slightly. 
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where n’ = dddr. The angle a is the total bending 
angle between the incoming and outgoing ray 
asymptotes. The impact parameter a is given by 

a = ron(ro) (7.18) 

where ro is the geocentric radial distance of the 
ray at closest approach. 

When the assumption of radial symmetry ap- 
plies, conservation of “angular momentum” holds 
and 

n(r)lr  x TI = a = constant (7.19) 

along the ray path. This conservation result was 
used to obtain eq. (7.13); it is also known as 
Bouger’s law and is a constant of integration of the 
Euler equation for the ray path. 

The first two terms on the RHS of eq. (7.17) are 
straight geometric distances along the deflected 
asymptotes of the ray path (see Figure 7-1). The 
third term is approximately the extra arc length 
due to the bending angle a at a radius a. The 
fourth term is a small correction resulting from 
the reduced speed of light in the atmosphere. 

The bending angle a at each observational 
epoch is given in terms of the residual Doppler 
observation and the POD information from 
eq. (7.13) or from a power series in ( A  p /  b), the 
first term of which is given by eq. (7.15). Likewise, 
the impact parameter a is given from eqs. (7.12) 
and (7.13). Thus, we obtain (a,a) for each observa- 
tional epoch. From eq. (7.6a) for the spherically 
symmetric and, hence, coplanar case it follows 
that 

a, n’dr 
a(ro) = -2aJ (7.20) 

ro n J ’ 2 7 G F  

to which the change of variable 

may be applied to obtain 

dn 
-)dp dP (7.22) 

The integral in eq. (7.22) admits an Abel trans- 
form that yields n in terms of a and a. Multiplying 
a(EJ in eq. (7.22) by (JF) and integrating 
with respect to E, obtains 

where N(a) is the refractivity. From the Doppler- 
based a(Q sequence, eq. (7.23) yields (n,a) for each 
observational epoch and hence n(ro). The integral 
equations in eqs. (7.22) and (7.23) form an Abel 
transform pair and have been extensively used for 
analyses of the atmospheres and ionospheres of 
the terrestrial planets. Even for the oblate Jovian 
planetary atmospheres, which in general require 
a three-dimensional approach, a perturbation tech- 
nique using the Abel transform pair as a reference 
has been fruitful. The Abel transform pair is also 
highly useful for accuracy analyses, including the 
assessment of the effects of unmodeled error 
sources on the recovered refractivity profile. 

A Numerical Example 

We assume an atmospheric refractivity that is 
exponentially decreasing with height. This model 
enables us to obtain “back-of-the-envelope” quan- 
titative estimates of different physical properties 
of the atmosphere and the signal response. The 
refractivity model is given by 

N(h) = No exp[ -;] (7.24) 

p = nr (7.21) 
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where h = r - RE is the altitude, RE is the local 
radius of the Earth, H is the scale height, and No is 
the surface refractivity adjusted to yield the 
appropriate integrated vertical delay for L-band 
microwaves. Inserting eq. (7.24) into eq. (7.22), 
and using a locally straight-line approximation for 
the ray, we obtain a first-order expression for a 

where hais the altitude corresponding to a, i.e., the 
lowest altitude achieved by the ray (ha = ro-RE). 
This is a valid approximation for thin atmospheres 
as in eq. (7.3a) (i.e., a / 9 = Na / H << 1) in the 
absence of inversion layers. We can obtain a more 
accurate expression for a(ha) by using eqs. (7.24) 
and (7.25a) in eq. (7.3) to obtain a first-order 
expression for the vertical deflection z of the ray 
path from its locally straight-line approximation.6 
The deflection is given to first order in N(ha) by 

- aN(ha)[ 1- exp(-s2 / 2aH)]10-6 (7.25b) 

10-6 
2H 

- -- N(ha)s2 + * .  . 

where s is the arc length measured along the 
straight-line approximation; s = 0 corresponds to 
the point of closest approach of the ray to the 
Earth’s surface where the actual ray is tangent to 
its straight-line approximation. If eq. (7.25b) is 
then used in eq. (7.22) to account for the depar- 

6The expression in eq. (7.25b) predicts a very small depar- 
ture of the ray path from a straight line for the dry air 
component of the Earth’s thin atmosphere. (A locally 
large refractivity gradient or a multipath situation obvi- 
ously requires special discussion.) For a ray just grazing 
the Earth’s surface, when s = &% = 225 km, z E 830 m; 
when s = 3 = 675 km, which corresponds to a point 
on the ray locatedin altitude at  4.5 scale heights above ha 
and well above the bending region, z E 2.7 km. 

tures of the ray path from the straight line, we 
obtain an expression for a(ha) to second order in 
N(ha) that is given by 

a (ha )  = ao(ha )  [1+(&- l)AN(ha)lO-6 + H 

(7.26) 

The ray path curvature term in eq. (7.26) 
increases the value for a(ha) (up to -10%) because 
the actual downward bending ray travels at lower 
altitudes than its straight-line approximation. 
Equation (7.26) is accurate to better than 98% for 
the Earth’s exponential refractivity model. 

From eq. (7.17), Ap(a) becomes 

Ap(ha) = -RL[cos(@ - a T ) -  cos@] 

+ aaT + x H K a K  

or upon expanding in powers of a 

(7.27a) 

1 
Ap(h,) = r D &  + CHKaK + O(a3) (7.2713) 

where D = -RLcos@, which is the distance of the 
LEO from the point of closest approach to the 
Earth’s limb or to the point of tangency of the ray, 
about 3000 km for the LEO at an altitude of 
0.lRE. Here, % = Ca,= total bending, and the 
subscript K denotes the contributions from differ- 
ent components of the atmosphere, which may 
have different scale heights. The first term on the 
RHS of eq. (7.27b) may be interpreted as the 
geometric increase in the length of the ray path 
asymptotes due to atmospheric bending; the sec- 
ond term represents the delay in traveling through 
the atmosphere due to the reduced speed of light. 
For Earth orbiters the bending term is dominant. 

For the dry component of the atmosphere, a 
scale height of 8 km is taken and a total zenith 
delay of 208 cm is assumed. This scale height is 
close to the mean value for the U.S. Standard 
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Atmosphere up to the middle stratosphere. For 
the water vapor component, a scale height of 
2.7 km is taken and a total zenith delay of 33 cm 
is assumed-a moderately tropical atmosphere. 
These parameters yield surface refractivities of 
260 for dry air and 120 for the water vapor. 
Evaluating eqs. (7.26) and (7.27) for a ray grazing 
the Earth's surface, we obtain 

20 mrad (dry only) 
36 mrad (dry plus wet) 
-750 m (dryonly) 
- 2.2 km (dry plus wet) 

a = {  
(7.28) 

For dry air and for ha = 0 (RE = 6378 km), the 
exact value of a based on a numerical integration 
of eq. (7.20) using eq. (7.24) is 20.23 mrad. 

It should be stressed that these exponential 
models are only valid in the mean, particularly in 
the case of water vapor. Inversion layers cause 
near discontinuities in the refractivity gradient 
(see Figure 9-5). Moreover, water vapor, which is 
not in hydrostatic equilibrium, can vary in density 
by a factor of two over vertical distances that are 
small compared to its mean scale height. 

Signal Dynamics and Defocusing 

The exponential model for atmospheric refrac- 
tivity provides useful insights into the dynamics 
of the signal. For example, although b is nearly 
constant during an occultation event, about 
3 k d s ,  a varies significantly depending on the 
bending of the ray. It can be shown that 

(7.29) 
b 

1+H 
a = -  a 

It follows in the absence of inversion layers 
and other local inhomogeneities that a at limb 
grazing, even for dry air only, will be reduced to 
about 13% of its value at the top of the atmo- 

sphere. When water vapor is introduced in the 
lower troposphere, a can drop to a few percent of 
its upper atmospheric value, significantly length- 
ening the occultation event. In addition, using 
eq. (7.15) for (RG = M), we obtain 

Aij = -ab - a b  i -ab 

. ab2 b2 (7.30) + -, for large a - - 
H + a D  D 

Also, defocusing effects on the signal can be 
evaluated. The dilution factor c(a) of the signal 
power at the LEO resulting from defocusing by the 
atmosphere of a coplanar ray path traversing a 
thin atmosphere such as the Earth's is given to 
better than 1% accuracy by the (thin screen) 
approximation 

The quantity & is also proportional to the 
diameter of the first Fresnel diffraction zone in a 
refracting medium (see Chapter 11). 

Clearly the potentially large vertical gradi- 
ents, particularly those associated with water 
vapor concentrations, will lead to significant ac- 
celerations and jerks in the carrier phase during 
the last 10 or 20 seconds before extinction and to 
well over 10 dB of signal diminution from 
defocusing. Inversion layers can cause a complete 
loss of signal for short periods (Hajj et al. 1994a). 
These are difficult conditions for the flight re- 
ceiver-conditions that will be exacerbated by 
atmospheric multipath effects. An example of the 
effect of large vertical gradients (on&) for an 
actual atmospheric profile (taken by radiosonde 
measurements from Hilo, Hawaii, on July 11, 
1991) is displayed in Figure 9-5. 

Recovering Temperature and Pressure Profiles 

Although refractivity may prove to be a useful 
parameter for monitoring global change and for 
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constraining meteorological models used in 
weather forecasting, the principal value of the 
radio occultation technique is likely to be the 
recovery of vertical profiles of density, pressure, 
and temperature. Local refractivity can be accu- 
rately converted into local mass density of the dry 
air if no water vapor is present. Then, assuming 
hydrostatic equilibrium, the local densities can be 
integrated downward from the top to obtain a 
local pressure and from the gas law, a local tem- 
perature. A complication arises below the tropo- 
pause with the presence ofwater vapor. The index 
of refraction per mole of water vapor for L-band 
signals at  nominal surface temperatures is about 
17 times larger than it is for dry air. Water vapor 
is not in hydrostatic equilibrium and, therefore, 
its distribution cannot be accurately modeled if 
present. Thus, water vapor in the lower tropo- 
sphere will tend to mask the dry error signature 
and will significantly compromise most tempera- 
ture results unless adequate water vapor model- 
ing or other meteorological constraints are avail- 
able. However, results for altitudes above -6 km 
and for the entire troposphere in winter polar 
regions, which are virtually devoid ofwater vapor, 
would remain valid. On the other hand, for tropi- 
cal oceanic regions where temperature distribu- 

c,= 1.056 x m3. Here, the ideal gas law 
eq. (7.35) is assumed to apply. On the other hand, 
the spectrum of the water molecule exhibits broad 
resonances across virtually the entire microwave 
spectral range. As a consequence, the refractivity 
N, of water vapor is more complicated, but it is 
given to sufficient accuracy by the Debye relation- 
ship 

(7.33) 

where T is the ambient temperature; here, 
- 0.840 x m3 K. cw - 

The total refractivity of dry air and water vapor 
admixture is obtained by combining eqs. (7.32) 
and (7.33). For the physical conditions prevailing 
in the Earth’s atmosphere, this is given with an 
accuracy of better than 0.5% by 

m3 and d, = 5.14 x 

N = cn + dndT (7.34) 

where n is the total number density ( n  = na + nw) 
and where c = c, = 1.056 x m3 and 
d = 5.08 x m3 K. 

For an ideal gas in thermodynamic equilib- 
rium, its partial pressure Px is given by 

Px = nxkT (7.35) 

tions are better understood, an alternative strat- 

pressure information to recover water vapor pro- 
files. We have already noted the importance of 

where k is Boltzmann’s constant. From eqs. (7.34) 

neutral atmosphere is given in terms of local 
pressure and temperature by7 

, egy is to use a priori temperature m&ls and and (7.35) it follows that the refractivity for the 

I accurate water vapor distributions in thermal 

i 
1 lems. 

energy transport and weather forecasting prob- pw (7.36) 
N = 7 7 . 6 ~ ;  P + 3 . 7 3 ~ 1 0 5 ~  

The refractivity Of dry air at microwave fie- Atmospheric refractivity at microwave frequencies also 
has a slight dependence upon the liquid water content in 
the medium resuiting from a Rayieigh scattering mecha- 
nism (Kursinski et al. 1993). An extra term of the form 
+1.45 W should be appended to eq. (7.36), where W is in 
dm3. Under most conditions this effect is less than 0.5% 

quencies is given by the linear relation (Smith and 
Weintraub 1953; Thayer 1974) 

(7.32) N, = can, 
- 
of the combined contribution of dry air and water vapor; where na is the number density of dry air and it is here. 
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where P is the total pressure in millibars, P, is the 
partial pressure ofwater vapor in millibars, and T 
is in kelvins. 

For an atmosphere in hydrostatic equilibrium, 
the pressure change over an incremental vertical 
distance dh is given by 

dP = - pgn dh (7.37) 

where p is the mean molecular mass of the atmo- 
spheric constituents and g is the local acceleration 
of gravity. If the value of n(h) is known in the 
overlying atmosphere from the recovered refrac- 
tivity profile, eq. (7.37) may be integrated down- 
ward to obtain the pressure profile; the tempera- 
ture profile follows from eq. (7.35). Alternatively, 
the pressure term from eqs. (7.35) and (7.37) can 
be eliminated to obtain 

(7.38) 

where h, is the altitude at which a boundary 
value for the temperature is taken, nominally at  
60 km. For the case of dry air only, its gaseous 
constituents are well mixed and p may be taken 
outside of the integral. It follows from eq. (7.34) 
when nW = 0 that the temperature profile is given 
by 

where g is a mean value of gravity. The integral 
term in eq. (7.39) clearly shows the “small divisor” 
effect for high stratospheric altitudes where N(h) 
is nearly zero. Hence, the recovered value of T(h) 
will be more sensitive to error sources at  these 
altitudes. Although some starting value for T 
must be adopted at h,, eq. (7.39) also shows that 
the effect of an error in T(hM) on T(h) at lower 

altitudes is rapidly attenuated with depth and is 
virtually eliminated within a couple of scale 
heights. These equations will be used in Chap- 
ter 8 on error sources where water vapor will be 
treated as both an error source and a quantity to 
be recovered. 

Recovering Water Vapor 

If T(h) and P(h) are provided from ancillary 
information sources, for example, from models 
and synoptic meteorological data over tropical 
oceanic regions, then the vertical profile of water 
vapor density may be recovered from the Doppler 
occultation observations. From eqs. (7.34) and 
(7.36) it follows that the water vapor density at  
any observational epoch is given by 

nw A = 1 [ N ( h ) T ( h ) - a ]  d k (7.40) 

where b ( h )  is the observed refractivity profile 
inferred from the Doppler observations. Errors in 
the recovered value of nw as a result of errors in 
the assumed values for P and T, and also the 
reverse situation, will be discussed in Chapter 8. 

Monitoring the Ionosphere 

Although the ionosphere can cause significant 
errors through higher order effects in the recov- 
ered temperature profile, particularly in the up- 
per stratosphere (see Chapter s), valuable scien- 
tific information about ionospheric electron den- 
sity distributions and currents can be obtained 
from the radio occultation observations as a by- 
product. In addition to the occulted satellite, the 
LEO should observe for POD all visible GPS 
satellites over the entire upper hemisphere, as 
well as those lying below the hemisphere and 
within the beam of the fore and/or aft high-gain 
antenna(s). This provides a rich data set made 
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from a platform traveling at  about 7 km/s that can 
be combined with similar observations made from 
the ground by the GPS receivers in the global 
network. This flight and ground data set should 
enable tomographic studies of the ionosphere. 

The columnar electron content, TEC, along 
the line-of-sight in terms of the phase delay mea- 
surements p1 and pz (see eqs. (8.67) and (8.69) for 
the basic phase delay observable and its depen- 
dence on the ionosphere) is expressed by 

TEC = L[ f r t r ] [ p ,  - p2 + cycle ambiguity term] 
40.3 f f - f ;  

+bias  term (7.41) 

where f is the carrier frequency and TEC is in 
units of electrons/m2. The same expression is 
obtained from the P1 and P2 group delay mea- 
surements except with a reversal in sign and 
without the cycle ambiguity term. The phase 
measurements enable us to obtain with very high 
accuracy the change in TEC with time (to about 
f3 x 1013 electrons/m2 on 1 s samples). The group 
delay measurements smoothed against the phase- 
connected carrier phase measurements provides 

an accurate determination of the biased TEC (to 
about d o l 5  electrons/m2 on 1-s samples). The 
bias term in the P-code group delay measure- 
ments arises from departures from synchroniza- 
tion of the L1 and L2 P-code modulations in the 
exciter chains in the GPS satellite transmitter 
and antenna. This bias term, which differs with 
each satellite, can be calibrated somewhat 
(23 x 1015 electrons/m2, see Gaposchkin and 
Coster 1993) or it can be avoided with a differen- 
tial strategy that uses concurrent observations of 
the same GPS satellite made from different re- 
ceivers. The cycle ambiguity term in eq. (7.411, 
which is the difference in the individual integer 
cycle ambiguities in the L1 and L2 carrier phase 
measurements, is not easily evaluated absolutely 
because of clock instabilities in the GPS satellites 
and in the receivers. However, it is possible under 
certain conditions to resolve double-differenced 
cycle ambiguities, even on intercontinental 
baselines on the ground (Blewitt et al. 1992). For 
LEO-ground baselines the cycle ambiguity prob- 
lem is more challenging because of the rapid 
motion of the LEO. 
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CHAPTER 

H SYSTEM ACCURACY AND ERROR SOURCES 

This chapter addresses the accuracies with 
which various atmospheric quantities may be 
recovered. We will consider SNR limitations along 
with a number of significant error sources that 
arise from limitations in modeling and from envi- 
ronmental sources, e.g., the ionosphere, reference 
oscillators, multipath, and POD. We also will 
address the problem of water vapor and its poten- 
tial recovery. Our approach is to first use the Abel 
transform pair to develop analytic expressions for 
the SNR errors and then to quantify the effect of 
certain error sources on the recovered refractivities 
and temperatures. Numerical simulations and 
error sensitivity analyses are presented for cer- 
tain parameters in Chapter 9. 

SNR Error for Refractivity 

Here we use an atmospheric model that is 
spherically symmetric and thin, which allows us 
to use the Abel transform approach combined 
with a ray path that is approximated by a locally 
straight line. Also, the exponential refractivity 
model (either eq. (7.24) or the refined version in 
eq. (8.38)) is used as a reference. To simplify the 
computations hrther, we assume that the emit- 
ting spacecraft is at infinity. Even with these 
approximations and simplifications, the error 
analyses will usually yield results that are correct 
to within a factor of two. 

From eq. (7.23) it follows that the error in the 
index of refraction resulting from errors in the 
bending angle series inferred from the Doppler 
observations is given by 

Also, from eq. (7.15) and Figure 7-1, it follows 
that the bending angle error is given by 

Here b is modified to account for the non- 
coplanarity of the geocentric velocity vectors of 
the LEO and the emitting GPS satellite. Non- 
coplanarity effects cause the point of geocentric 
closest approach of the ray to descend or ascend 
off-vertical, which on average reduces b by about 
10% for a 45-deg slant angle limit. Here, we use 
a nominal value for b of 3 k d s .  It follows that the 
error in '(a), the recovered value of the index of 
refraction, is given by 

where ha = a - RE is the altitude; zM is the time 
interval required for the impact parameter of the 
deflected ray to evolve from the value a to its 
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maximum value aM, which nominally corresponds 
to an altitude of 60 km where, essentially, aM = h. 
Thus, T~ is given by 

zM = jay dE / = [ a M  - b(a)]/ b (8.4) 
a 

where b is assumed to be a constant over the 
-1 min duration of the occultation event. Here, 
b(a) is the undeflected impact parameter and is 
given by 

b(a) 1 a - Da(a) (8.5) 
where D is the distance of the LEO from the point 
of closest approach of the ray to the Earth’s sur- 
face. 

The expression in eq. (8.3) provides a funda- 
mental error equation for assessing the effect of 
various error sources through their signatures on 
Ab, This includes errors from receiver tracking, 
POD, ionospheric correction, multipath, and fre- 
quency drift in the reference oscillators. 

For SNR-based errors, it is convenient to con- 
sider &(Ab) as a discrete stochastic process. Over 
each correlation interval the GPS receiver, if it 
has a Rogue or TurboRogue digital signal process- 
ing architecture, measures a residual phase, which 
is the difference between the observed phase and 
a predicted phase based upon a current model 
embedded in the receiver software. For L1 the 
model is based upon previous phase measure- 
ments and includes a Doppler term; hence, it 
provides the digital realization of a second-order 
tracking loop. The residual phase measurement 
is obtained from the real and the imaginary 
correlator outputs of the digital signal processor 
after averaging over a 20-ms time interval, which 
is the chip period of the GPS data message. The 
measured residual phase may be further aver- 
aged over the reporting interval AT, which is an 
integer multiple of the averaging period, cur- 
rently set to 20 ms. The measured residual phase 

is added to the predicted phase to yield a current 
observed phase. The observed phase is then 
reported at the observational epoch correspond- 
ing to the center of the reporting interval. For the 
Rogue/TurboRogue architecture, AT can be as short 
as 20 ms. Therefore, the observed phase is a 
piecewise constant process, taking on a fixed value 
over the reporting interval AT associated with an 
observational epoch; it has an expected error that 
is also fixed for that interval and is statistically 
independent with respect to the errors in the 
reported phases associated with all other observa- 
tional epochs. 

There is no reason why the receiver could not 
also measure the residual Doppler over the same 
correlation interval since the outputs of the 
correlators also depend on the residual Doppler. 
The implementation would be somewhat more 
complicated than the simple arctan routine used 
to extract residual phase from the phasor output 
of the real and imaginary correlators because the 
residual Doppler appears as a sin(x)/x function in 
the amplitude of the correlator outputs. We can 
construct alternative measurement schemes like 
parallel “fast/slow/synch” multiple lags for Dop- 
pler and phase extraction that are analogous to 
the “early/late/prompt” gate technique used for 
code-based group delay and phase tracking. Here, 
the fast and slow correlators would use model 
values for the Doppler that are equally spaced 
about the value used in the synch correlator. We 
would adjust the prompt model Doppler to drive 
the difference between the outputs for the fast and 
slow correlators to zero. This provides a very 
sensitive measurement of the residual Doppler. 

Most GPS applications (the occultation appli- 
cation being a notable exception) do not require 
the GPS receiver to report the Doppler measure- 
ment. Consequently, receiver manufacturers have 
paid little attention to Doppler. Doppler is re- 
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ported in the TurboRogue, but the current operat- 
ing software in the receiver obtains the Doppler 
from a linear combination of phase measurements, 
nominally a quadratic fit to  the phases obtained 
from three or more correlation intervals. To 
preserve statistical independence in the time se- 
ries, the reporting interval can be no shorter than 
the fitting interval, which for the TurboRogue is at 
least 60ms for a quadratic fit. This reporting 
interval could be shortened to 40 ms for a linear 
fit. The “fast/slow/synch” scheme offers finer 
temporal resolution (but also results in an in- 
creased penalty in precision) by allowing the re- 
porting of Doppler measurements that are statis- 
tically independent at every correlation interval. 
The finer resolution may be important to achieve 
a Nyquist sampling rate for lower troposphere 
soundings where atmospheric-induced multipath 
may lead to multiple tones. 

We now invoke the discrete character of S(Ap); 
hence, eq. (8.3) can be written as a sum 

6N(ha) = (8.6) 

where k denotes the kth reporting interval of 
length AT, where Eo = a and EM = aM, and where M, 
which is the maximum integer value of k and a 
function of ha, is given by M(ha) = INT[zM/Az]. 

The quantity Ek is obtained from eq. (8.5) for 
vertically descending or ascending profiles, which 
may be rewritten as 

hk - ha - D[a(hk) - a(ha)]  bk - ba e lbltk 

= Jblkk, k = l,2,.-.,M(ha) (8*7) 
I 1  

where h = E - RE is the altitude of the point E, and 
b, = b(a). 

The error in 8(Abk) is assumed to obey white 
Gaussian statistics with mean zero. Hence, 

For either the quadratic fit or the “fast/slow/ 
synch” approaches used for extracting Doppler, 
the effective standard deviation of the Doppler 
measurement in terms of the standard deviation 
of the L1 phase measurement is given by 

where op, is the nominal SNR-based standard 
deviation in the L1 phase measurement over a 
1-s averaging interval. The factor 1/ -,/?, accounts 
for the loss of SNR resulting from atmospheric 
defocusing (see eq. (7.31)), which is particularly 
significant in the lower troposphere. The factor 
2& is the ratio of the Doppler to phase extraction 
from the correlator outputs either using a qua- 
dratic fit to the phase observations or the “fast/ 
slow/prompt” strategy.l The factor 3 is the mag- 
nification factor resulting from linearly combin- 
ing L1 and L2 to obtain a correction for the 
ionosphere (3.3 is a better value to account for the 
3 dB less of power in the L2 signal than in the L1 
signal). Depending on the level of short-term 
ionospheric variability, this factor of 3 possibly 
can be improved down to a lower bound of 1/ & 
(but probably more typically &) (Wu et al. 1993) 
using short-term smoothing techniques on the 
ionospheric term; for example, by treating it as a 
first-order Markov process. The factor 2 arises 
from the elimination of reference oscillator errors 
in the LEO and GPS satellite by treating the clock 

Strictly speaking, for a quadratic fit the factor 2 6  
should be replaced by 2n-d- where m is the .~ 
cumber of 20-ms cnrrelation intervals spanned by the 
quadratic fit. For the “fastlslowlsynch” approach, the 
factor for optimal spacing of the fast and slow tones is 
2 6 .  Hence, the latter technique yields a somewhat 
smaller factor than the quadratic fit approach if the 
correlation interval is extended to At .  

SYSTEM ACCURACY AND ERROR SOURCES 55 



epochs as white noise processes (analogous but 
not equivalent to “double differencing“). If the 
LEO carries an ultrastable oscillator (USO) and 
the ground stations are comparably equipped, 
only a “single difference” strategy is required to 
eliminate the GPS satellite clock error; therefore, 
the factor could be reduced to a. Using the 
TurboRogue with P-code tracking under nominal 
signal conditions for the Block I1 GPS satellites 
and with 0 dB antenna gain, op, = 0.1 mm at 1-s 
averaging for the L1 carrier phase. To keep in 
mind the relative coarseness of these numbers, 
note that a 3-dB increase in antenna gain, a 
relatively easy factor to  achieve, improves opo by 

Squaring eq. (8.6) and taking its expected 
11 a. 
value, we therefore obtain 

where F (Figure 8-1) is a dimensionless weighting 
function resulting from the spherical geometry 
and from a vertical atmospheric sampling inter- 
val that varies as a result of the variation in a 
with altitude. The weighting function F is of the 
order of unity and is given by 

1.7 

1.56 

1.42 

F 
1.28 

1.14 

1 
0 10 20 30 40 50 I 

Minimum Ray Height, km 

Figure 8-1. Refractivity weighting function F(AGh,J 
for a constant temporal sampling period of 1 s or 0.1 s 
with h ,  = 60 km. 

where ck is the mean value of the defocusing factor 
on the kth interval. Let the quantity q be defined 
by q k  = (hk - ha); then qk/a <e 1 and the limiting 
form of F becomes 

(8.12) 

For small AT 

F2(Az,ha) + l + a l n  [ hyiTha] (8.13) 

where a is given by eq. (7.29) and evaluated at ha. 
The relative accuracy from SNR phase errors 

predicted by eq. (8.10) (at a sampling rate of 1 s 
and 0 dB of antenna gain) for the refractivity 
recovery at sea level is about 40 ppm, degrading to 
about 1% at a 50-km altitude. Note that oN is 
proportional to F/Az, which contains a l/& 
term to account for correlator averaging, and 
another 1 / & “random walk” term arising from 
the number of vertical slices of the atmosphere 
that are sampled. In other words, for a fixed 
altitude, the SNR precision of the recovered re- 
fractivity times the vertical sampling interval is 
essentially constant (ignoring the weak logarith- 
mic dependence of F on At).  

SNR-Based Accuracy of the Temperature 
Profile 

From eq. (7.39) (ignoring the initialization 
error at hM), it follows that the error in T(h), the 
recovered temperature profile due to Doppler mea- 
surement errors, is given by 
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For small AT 
6T(h) = 

(8.20) 

Figure 8-3 is a plot ofaT versus ha (using T(h,) 
from the U.S. Standard Atmosphere) and clearly 
shows the sub-kelvin precision of the temperature 
recovery below an altitude of 40 km with AT = 1-s 
sampling and 0-dB antenna gain. A cutoff alti- 
tude hM of 60 km has been assumed. Figure 8-3 
displays oT for both an austere SNR scenario and 
a more sanguine one. Clearly, for a given vertical 
resolution, the use of (a) higher gain fore and/or 
aft antenna arrays, (b) a US0 in the LEO to avoid 
double differencing, and ( c )  some degree of iono- 
spheric smoothing would result in greatly 

(8.14) 

The first integral in eq. (8.14) can be evaluated 
(applying the Same approximations used earlier) 

I,"" rcb h 
dh' 6N(h')dh' = 1061"" 6(Alj)cos-l 

(8.15) 

and the second integral is simply 

j:" N(h')dh'= HN(h) (8'16) 

when the exponential model in eq. (7.24) is used 
for N(h)* Squaring eq* (8.14), taking the expected 

improved precision of the temperature recovery 
in the SNR-limited upper stratosphere. For a 

value, and using eqs. (8.5) through (8.9) obtains 

12& ap, G(Az,h,) 
aT(h,) lo6 T* (ha I-- n 

AT N(ha) 

(8.17) 
G 

where T*(h,) is obtained from eq. (7.39), that is, 

is essentially T(h,) for ha more than two scale 
heights below hM. The quantity G (Figure 8-2) is 

0 10 20 30 40 50 60 
Minimum Ray Height, km 

a dimensionless weighting function similar to F. 
For ql(a = (hk - ha)/a << 1, G is given in its limit- 
ing form by 

Figure 8-2. Weighting function W&hJ for SNR- 
limited accuracy of temperature recovery. Constant 
temporal sampling period of 1 s or 0.1 s with h, = 
60 km. 

G2(Az,ha) = 

(8.19) 
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Figure 8-3. SNR-based accuracy of the recovered temperature profile using a sampling 
period of 1 s or 0.1 s assumingcode-based in-phase and quadrature trackingand nominal 
signal conditions. Worst-case SNR assumes 0 dB antennagain, no ionospheric smoothing, 
and a double differencing scheme for clock error elimination. Best-case assumes 10 dB 
gain, ionospheric smoothing, Gnd single differencing. 

constant temporal sampling interval AT, the ver- 
tical atmospheric sampling interval varies with 
altitude as 5, as given by eq. (7.31). Figure 8-4 
shows the variable spatial sampling versus the 
minimum altitude of the ray path for dry air, 
which results from the variable rate of descent or 
ascent of the ray path through the atmosphere. 
Hence, the vertical sampling interval varies by 
nearly one order of magnitude when a constant 
temporal sampling interval is used; also, the di- 
ameter of the first Fresnel zone varies by a factor 
of three. A modified strategy would use a variable 
temporal sampling interval Atk.  In this case, the 
weighting function F would be generalized to 

FI2(h,) = 

(8.21) 

To obtain oN, we would replace Ar in eq. (8.10) 
with AT,, where AT, is a fured-reference sampling 
interval (e.g., 1 s), and use eq. (8.21) for F. Similar 
expressions would result for G and oT. 

The near-linear trade-off between sampling 
interval and precision suggests a strategy that 
uses coarser temporal sampling in the upper strato- 
sphere to improve SNR-based precision but finer 
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Similarly, it follows from eq. (8.14) that the 
temperature error in a power-series is given by 

T*(ha) lo6 6T(ha) = -- 
rcb N(h,) 

(8.24) 

0 I O  20 30 40 50 

Minimum Ray Height, km 

Figure 8-4. Relative vertical atmospheric sampling 
interval for a constant temporal sampling interval 
with an exponential atmosphere and a scale height 
of 8 km. For a sampling interval of 1 s, the vertical 
interval is 3 km at  an altitude of 60 km for an LEO 
orbital radius of 7000 km. 

Figure 8-5 displays the sensitivity of the re- 
covered temperature profile to POD errors in 
Doppler (Ks/mm) and acceleration (Ks2/mm) for a 
maximum cutoff altitude of h, = 60 km. An expo- 
nential model for refractivity has been assumed. 
Alternative models for the refractivity profile and 
cutoff altitude will change the shapes of the curves 

The Effect of POD Errors 
maps into amplitudes for the velocity and accel- 
eration errors of about 0.03 mm/s and 0.03 @s2, 

Over the 1-min duration of the occultation 
event, POD errors will manifest themselves es- 
sentially as a linearly varying error in the Doppler 
of the form 

6(Alj) = 61jo +600t 

where &bo and 6 P o  are constants and t denotes the 
time interval from the onset of the occultation 
event (a = a,). Renormalization of the Doppler 
residual profile to zero at a = aM should mostly 

respectively. Thus, eq. (8.24) shows that the POD 
errors can be made negligible for the temperature 
recovery except near the highest altitudes, if a 
high-accuracy orbit determination methodology 

(8.22) is followed. A similar conclusion follows from 
examination of POD errors on the derived 
orbital positions and angles such as 0, w, and fl in 
Figure 7-1. 

Mdtipath Errors 

I 

I 

1 
- 

Figure 8-5 is also useful for quantifying the 
in temperature recovery that results from 

multipath effects primarily at the LEO but also at 
the ground stations. During an occultation, the 

eliminate the effect of the 6bo-term, but it is 
included here for completeness. It follows from 
eq. (8.3) that the error in the recovered refractiv- 
ity for this case is given by 1 

change in a n a l a r  direction Qf the occulted GPS 
satellite as seen from the LEO is about 4 deg. Far- 
field-and, hence, short-period-multipath effects 

(8.23) rcb 

should be quite low for the LEO. However, near- [ 211 field multipath, that is, multipath from nearby 
+$[ / , 2 + + ~ + p  -- 

rcb2 
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Figure 8-5. Sensitivity of recovered temperature to errors in Doppler and 
acceleration based on exponential model for atmospheric refractivity (8-km scale 
height) and a cutoff altitude of 60 km. 

objects with spectral power primarily at long pe- 
riods (e.g., min), can be significant relative to SNR 
errors. 

The Effect of Along-Track Variations of 
Refractivity 

One of the major questions concerning the 
radio occultation technique is its horizontal or 
along-track resolution. Resolution topics are dis- 
cussed in Chapters 10 and 11. In this section, we 
evaluate the sensitivity of the recovered refractiv- 
ity and temperature to  along-track variations in 
the true refractivity that departs from the as- 
sumed spherically symmetric distribution. 

Let the true refractivity N, be given by 

N, = N,(h)[l+ dh,O)l (8.25) 

where N, is the assumed spherically symmetric 
refractivity distribution, nominally the exponen- 
tial model given in eq. (7.24). Here N,(h)&(h,O) 
represents the spatial variability of the refractiv- 
ity, that is, the departures from the spherically 
symmetric model. 

From eq. (7.6a) the “error” in the bending 
a n g l e t h a t  is, the difference between the bend- 
ing angle resulting from the spherically symmet- 
ric distribution and the true bending angle-is 
given by 

6a = jn;;f(TxVn,)ds- jn,’(TxVn,)ds 
G 6 

(8.26) 

where the subscripts m and t denote the model 
and the true version, respectively; 8, and i7, 
denote the corresponding ray paths that are fol- 
lowed. For the case of a thin atmosphere with low 
refractivity gradients, i.e., no inversion layers, 
this distinction in ray paths is negligible for evalu- 
ating 6a. 

It is convenient to use a separation of vari- 
ables approach by expressing e(h,O) as the product 
of two functions, E(h,O) = z(h)f(O). We will consider 
two extreme cases for the functional form of z(h): 
First, z(h) is non-zero only within a single anoma- 
lous refracting layer of the atmosphere of thick- 
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ness Ah and located at an altitude of h,. We 
assume that Ah << H, the local scale height of the 
refractivity. Thus, the variability in refractivity is 
highly localized in altitude. Second, z(h) = 1, in 
which case the horizontal variability of the refrac- 
tivity is uniform in altitude. It is also convenient 
to represent Re) in a polynomial form such as 

From eq. (7.5) it follows that the differential 
bending angle at any point on the ray path is 
sensitive only to the component of the refractivity 
gradient perpendicular to the ray path. Conse- 
quently, although Re) does introduce an along- 
track or horizontal gradient through the b1 term, 
its principal contribution to the bending angle is 
through the variation it causes in the radial com- 
ponent of the gradient. In addition, because the 
weighting function or kernel in eq. (7.6a) of the 
form Nm(r)/[n2r2 - n:{I1’* is an even function 
about the center line or mid-point of the ray path 
through the atmosphere, only even powered terms 
of fie) corrupt the recovered refractivity. 

First consider Case 1 where the variability in 
refractivity is confined within a single layer at a 
mean altitude h, and of thickness Ah (Figure 8-6). 
The thickness Ah equals h, - h,. For ha e h,, the 
ray passes through the layer twice; therefore, the 

Figure 8-6. Geometry for anomalous layer. 

resulting bending angle Ga(ha) for a given altitude 
of closest approach ha is given by 

where 8, and 8, are, respectively, the central 
angles of the intersection points of the ray having 
a closest-approach altitude of ha with the outer 
boundary at an altitude h, and the inner bound- 
ary at h,., These are given by 

Insertingeq. (8.28) into eq. (8. l), we obtain the 
change in $(ha) due to the horizontal variability 
N,(h,)fiB) within the single layer. For Bo, which 
is not strictly a horizontal variation but rather a 
spherically symmetric departure from N,, we 
obtain 

For the corresponding error in the recovered 
temperature and using eqs. (8.30) and (8.14), we 
obtain 

(8.31) 

For either 8, or e2 near zero, eq. (8.28) breaks down and 
the second-order terms should be included. Fortunately, 
the integration in the Abel transform does not require the 
second-order terms to recover tiN, 
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The physical interpretation of the tempera- 
ture result in eq. (8.31) follows from the condition 
of hydrostatic equilibrium, which requires that a 
variation in local density SN/N be compensated by 
a corresponding temperature variation -FT/T 
within the anomalous layer because there can be 
no appreciable change in pressure there. 

For a quadratic horizontal variation in refrac- 
tivity within the anomalous spherical layer, the 
error in recovered refractivity is given by 

(8.32) 

The quantity [2a(h2 - ha)lV2 is just the one- 
sided along-path distance within the anomalous 
layer; thus, the error in N is half of the total 
variation in refractivity along the ray. For the 
error in the recovered temperature, we obtain 

(8.33) 

\-a(h2 -ha)[ 1 - 9 1  = -a(h2 -ha)  for h l 5  ha c h2 

The upper relation in eq. (8.33) shows that the 
error in T(ha) decays exponentially with altitude 
below the anomalous layer. 

For Case 2 where z(h) = 1 throughout the 
atmosphere, the situation is substantially differ- 
ent. Evaluating eq. (8.26) using the exponential 
refractivity model (eq. (7.24)), and a locally 
straight-line approximation for the ray path, we 
obtain an approximation for the departure of a 
from its spherically symmetric value that is given 

k/2  bY 

6 a ( h a ) = a r n ( h a ) x  b k n k [ t ]  (8.34) 
k=O 
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where 

il k=O 

10 k = odd 

and where a,(ha) is the spherically symmetric 
model-based value for the bending angle. 

When the exponential refractivity model is 
used as a reference, the variation with height 
ofthis particular bending angle “error” is pro- 
portional to the nominal bending angle itself. 
Because a and N form an Abel transform pair, it 
follows that the error in the recovered refractivity 
S N  is given by 

For example, a quadratic variation in refrac- 
tivity that amounts to X% over an along-track 
distance L from the center line results in a change 
in the recovered refractivity Sk2, given by 

8N2- XaH 
N, lOOL? (8.37) 

Thus, a 1% quadratic variation in true refrac- 
tivity over a distance from the center line of 
300 km results in a corresponding 0.5% change in 
the Doppler measurements and a 0.5% change in 
the bending angle and recovered refractivity. 

For the error in the recovered temperature, 
the exponential refractivity model, which implies 
an isothermal atmosphere, yields a null result. 
This unrealistic result is a consequence of the 
peculiarities of the exponential refractivity model, 
which causes a complete cancellation of the two 
principal terms in eq. (8.14) because the error in 
N as a function of altitude varies linearly with 



fi itself. Therefore, a more realistic refractivity 
profile is required as a reference. 

For example, suppose the scale height of the 
refractivity model is a slowly varying and essen- 
tially linear function of height. In this case N,(h) 
may be given by 

With H,, the scale height at sea level, fixed at 
around 9 km and g at around 0.001 km-2, this 
model corresponds more closely to the U.S. Stan- 
dard Atmosphere, at least through the tropo- 
sphere. Unlike the isothermal atmosphere im- 
plied by the purely exponential model, this model 
yields to first order a linearly decreasing tempera- 
ture with height. From eq. (7.39) it can be shown 
that the temperature profile is given by 

(8.39) 

which is close (for gH: = 0.1) to the average lapse 
rate for the US. Standard Atmosphere up to the 
tropopause. 

From eqs. (7.20) and (8.38), we obtain 

r 1 

(8.40) 

where N,(ha) is given by eq. (8.38). Simi!ar!y, 
using the Abel transform, we obtain for the error 
in the recovered refractivity as a result of a 
quadratic along-track variation in the true refrac- 
tivity 

FN(h,) = 

(8.41) 

and from eq. (8.14) we obtain for the temperature 
error 

Because the value of the (g~:) term is about 
0.1, eqs. (8.41) and (8.42) predict about a 90% 
reduction in the magnitude of the effect of an 
along-track variation in the true refractivity on 
the recovered temperature versus its effect on the 
recovered refractivity. The degree of mutual can- 
cellation of the two principal terms in eq. (8.14) in 
calculating the temperature error is highly sensi- 
tive to the assumptions made in the atmospheric 
model and in the ray path approximations. Con- 
sequently, a prudent choice is to set 6 T  equal to 
one of the two principal terms in eq. (8.14) times 
some dimensionless factor r that is probably at 
most a few tenths in magnitude. In this case 6 T  
for a quadratic variation in along-track refractiv- 
ity would be given by 

Thus, eq. (8.43) predicts that a 1% quadratic 
along-track variation in true refractivity over a 
horizontal distance from the center line of 300 km 
results in an error of 0.2 K in the recovered 
temperature for r = (gH:) = 0.1. This topic is 
discussed further in the following chapter on cimu- 

SYSTEM ACCURACY AND ERROR SOURCES 63 



lations. For a quadratic along-track variation in 
refractivity, these simulations should verify the 
form of eq. (8.43) and refine the value of r for a 
realistic atmospheric model and a more accurate 
ray-tracing algorithm. 

The Effect of Water Vapor on Temperature 
Recovery 

For a given profile for the recovered refractiv- 
ity, which is controlled by the occultation data set, 
it follows from eq. (7.34) that the variations in 
number density and temperature of the atmo- 
spheric constituents are constrained by the condi- 
tion 

0 = c6n t dFn, / T - dSTn, / T2 (8.44) 

which must hold at  each observational epoch. 
Here, n is the total number density of the atmo- 
spheric constituents, and nw is the water vapor 
number density. Let % be the true value of the 
total number density, and let t+ be the false or 
forced value of the total number density assuming 
no water vapor is present. Then, for a given 
recovered refractivity profile, N , it follows that 

where T,(h) is the true temperature profile. Water 
vapor creates a more efficient refracting medium 
(1 + d/cTt = 17). The recovered total number 
density nf in compensation is forced to a much 
larger value than the true value to maintain the 
same observed refractivity. For example, for nyl 
% = 0.01, nf would be 16% larger than the true 
value, which would lead to a denser atmosphere 
whose constituents have a slightly higher mean 
molecular mass; this would result in significant 
errors in the recovered temperature and pressure. 

From eq. (7.38) it can be shown that the pres- 
ence of unmodeled water vapor in the amount nw 

results in an error in the recovered temperature 
profile that is given by 

ST A Tp-T+I - 
T 

(8.46) I 

where v is the ratio of the molecular mass differ- 
ence between dry air and water, and is given by 

The v terms in eq. (8.46) reflect the slight 
increase of the mean molecular mass of the forced 
atmosphere, which has a small effect, compared to 
the d/cTt term. Likewise, the error in the recov- 
ered pressure is given by 

The errors in temperature and pressure recov- 
ery given by eqs. (8.46) and (8.48) clearly depend 
on the vertical profiles of nw and T, in the lower 
troposphere. For illustrative purposes, we use 
eq. (8.39) for the temperature profile and a profile 
for nw that is exponentially distributed with a 
scale height of H,. For this case, the error in the 
recovered temperature at  an altitude h using 
eq. (8.38) as the reference model for nt(h) is given 
by 
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(8.49) 
nwd'cTt ] + O[(gHz)Z] [ nt + n,d / cTt 

and for the recovered pressure 

- Si, = (+) [ 1+2(gHE)[2]]  
P 

(8.50) 

where %, n,, Tt, and in eqs. (8.49) and (8.50) 
are evaluated at  the altitude h. The Y terms have 
been neglected in these expressions because of 
their small value when compared to the d/cTt 
term. Here, G(h) is the weighted scale height for 
% from eq. (8.38). It is a slowly varying function 
of height and given by 

For H, = 9 km and g = 0.001, H(h) = 7.2 km at 
h = 0; B(h) = 6.2 km at h = 5 km. Note that for an 
unmodeled exponential water vapor distribution 
amounting to only 10 cm of zenith delay, eq. (8.49) 
and eq. (8.50) predict surface temperature and 
pressure errors of about 23 K and 60 mbar, re- 
spectively (for H, = 2.7 km and H, = 9 km). Thus, 
mismodeled water vapor is a very serious problem 
for temperature recovery in the lower troposphere. 
However, meterological models that partially con- 
strain the relationship between temperature and 
the relative abundance of dry air and water vapor 
can be used to lessen the susceptibility of the 
recovered temperature to water vapor-induced 
errors. 

The physical interpretation of the results in 
eqs. (8.49) and(8.50)is as follows. From eq. (8.453, 

the increasing relative abundance of water vapor 
as the altitude lowers forces 9 to be increasingly 
larger than %, which would force Pf to be corre- 
spondingly higher. But the system is in local 
hydrostatic equilibrium and, therefore, the pres- 
sure cannot increase above that sustainable by 
the weight of the overlying atmosphere. Conse- 
quently, the false temperature in compensation is 
forced to drop below the true temperature. 

The pressure error predicted by eq. (8.50) is so 
large that synoptic meteorological data, which 
should be accurate to about 10 mbar in surface 
pressure, combined with model-based estimates 
of H,, should provide constraints that limit water 
vapor-induced errors in the recovered tempera- 
ture. For example, it follows from eqs. (8.49) and 
(8.50) that 

If AP is the difference in pressure inferred 
from the occultation technique minus that ob- 
tained from synoptic, or from in situ or other 
information, then roughly the correction AT that 
should be applied to the recovered temperature to 
compensate for the error due to mismodeled water 
vapor is given by 

aT Note that (PI\\, is moderately sensitive to the 
assumptions about the vertical distribution of 
water vapor as characterized by the value of H,. 
Nevertheless, a correction based upon ancillary 
information that is accurate to 1% in pressure and 
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Figure 8- 7. Water-vapor-induced error in temperature 
recovery for different assumed values of the scale 
height of the water vapor distribution. Contours of 
constant zenith delay are also shown. 
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Figure 8-8. Water-vapor-induced error in pressure 
recovery. 

aT to about 10% in (p),, might bound the surface 
temperature error to below 5 K. 

Figures 8-7 and 8-8 are plots of the recovery 
errors predicted by eqs. (8.49) and (8.50) for a 
range of surface values for nJ%, water vapor 

scale heights and zenith delays ranging from 
40 cm down to 5 cm. It should be noted that this 
exponential model for the water vapor distribu- 
tion becomes less physically realizable for larger 
values of H, because of saturation limits imposed 
by the ambient temperature. 

aT Figure 8-9 displays (p), based upon eq. (8.52) 
versus nJ% for a range of scale heights for the 
vertical distribution of water vapor. 

An interesting case is the fully saturated lower 
troposphere, a condition that is often approached 
in the tropics. The partial pressure ofwater vapor 
essentially varies exponentially with ambient tem- 
perature. An empirical relation for nw for water 
vapor in fully saturated air in thermodynamic 
equilibrium with liquid water (solid water yields 
different equilibrium levels) is given by 

4.436 x 1025 n,= T exp[ 17.26(T-273)/(T-35.7)] m-3 

(8.54) 

and shown in Figure 8-10 (based on information 
from Handbook of Chemistry and Physics, 70th 

66 * SYSTEM ACCURACY AND ERROR SOURCES 



0 .1  -r 2 km 

3 
Temperature, K 

Figure 8-10. Number density of water vapor in fully 
saturated air that is in thermodynamic equilibrium 
with liquid water. 

Edition; see also Tetens 1930). For a given verti- 
cal profile of temperature, this relationship can be 
integrated to obtain the total zenith delay due to 
saturated water vapor. For a lapse rate of 6 Kkm, 
we obtain from eq. (8.54) a mean scale height for 
the water vapor density of 2.3 km. For a tempera- 
ture at sea level of 300 K, we obtain a total zenith 
delay of about 40 cm, which is about the maxi- 
mum observed in the tropics. For this total water 
vapor zenith delay and scale height, the resulting 
errors in the recovered temperature and pressure 
are 85 K and 180 mbar, respectively! 

The error relations in eqs. (8.46) and (8.48) use 
a zero reference value for n,. Because the ratio 
nJ% is at most a few hundredths, these expres- 
sions are also valid for determining the error in 
the recovered temperature and pressure as a 
result of an error Sn, relative to a non-zero refer- 
ence value for n,. We simplyreplace nw with-Sn, 
in eqs. (8.46) and (8.48). 

Figure 8-11 shows the error in the recovered 
temperature as a result of mismodeled water 
vapor; it provides the same information given in 
Figure 8-7 but in more detail. Figure 8-11 also 
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0 . 0 4  

0 . 0 2  
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0 0 . 2  0 . 4  0 . 6  0 .8  1 

Error in Assumed Water Vapor Number Density, % 

Figure 8-11. Error in recovered temperature as a 
result of an error in the assumed surface density for 
water vapor andlor zenith delay is shown for different 
assumed scale heights for its vertical distribution. 

shows the high sensitivity of the error in recov- 
ered temperature-for a given error in the total 
zenith delay due to water vapor AT,-to the verti- 
cal distribution of that water vapor, as character- 
ized by the scale height H,. On the other hand, 
the error in recovered pressure, shown in Fig- 
ure 8-12, for an assumed zenith delay due to 
water vapor is largely insensitive to its vertical 
distribution; pressure is more constrained by the 
bulk properties of the atmosphere at large. 

Errors in Water Vapor Recovery 

Conversely, we can also evaluate the error in 
the recovered water vapor as a result of errors in 
the assumed pressure and teaperatwe profiles. 
Using eq. (7.38) it can be shown that the error 6% 
in the recovered water vapor number density is 
given by 
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Figure 8-12. Error in recoveredpressure as a result of 
an error in the assumed surface density of water 
vapor andlor renith delay is shown for different 
assumed scale heights for the vertical distribution of 
water vapor. 

A N  C 8n, =-8T--8P 
d kd (8.55) 

where 6T and 6P are the errors in the assumed 
temperature and pressure profiles and where N 
is the recovered refractivity. It follows from 
eqs. (7.34) and (8.55) that 

T 
n W  

- 

and 

nt + nwd/cTt 
(8.56) 

nwd/cTt 

To evaluate these expressions, we would as- 
sume reference profiles for n,, nt, and T,. These 
sensitivity partials may also be integrated in 
height to yield the sensitivity of the estimate of the 

total or columnar content of water vapor to errors 
in the temperature and pressure profiles-an 
important quantity in meteorology for the study of 
atmospheric thermal energy transport and for 
weather prediction. Let the columnar content of 
the water vapor be defined by W, which is given by 

m 

W = j  nwdh 
0 

(8.58) 

Suppose that the error in the temperature 
profile 6T(h) is a constant. Then, the error in the 
estimate ~6) due to a temperature error, while 
holding P fured, is given by 

(8.59) 

where z, and z, are the zenith delays (in centi- 
meters) of dry air and water vapor, respectively. 

Similarly, for an error in surface pressure, the 
error in C6) holding T fixed is given by 

(8.60) 

Figure 8-13 displays eqs. (8.59) and (8.60) for 
a 1-K constant temperature error and -10-mbar 
surface pressure error. Over tropical oceanic re- 
gions that approach fully saturated conditions, it 
follows that a 1-K temperature error results in a 
2% error in the total water vapor content and that 
a 10-mbar surface pressure error results in a 5% 
error; roughly speaking, a 1% error in the as- 
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linear combination, however, assumes that the 
two GPS signals are traveling along exactly the 
same paths. Moreover, it also ignores higher 
order terms in the expansion of the ionospheric 
index of refraction. These residual ionospheric 
effects, if left uncalibrated, act as an error source 
that maps into neutral atmospheric profile errors. 
In this section we will examine these ionospheric 
residuals in some detail. 

Starting with the Appleton-Hartree formula 

n = i - + x + y C O S e B  

(8.61) sumed quantities results in about a 5% error in 
the recovered total water vapor content, or about 
2 cm of equivalent zenith delay. Over temperate 
regions, a l%error in the temperature or pressure 
profiles would still result in about a 2-cm error in 
equivalent zenith delay, but the total delay in this 

- 1 4 X[ 4 X + Y2 (1 + cos2 8 ~ ) ] +  1O4NneUt 

where 

(ne e2/4n%,rn) 
f 2  

(8.62) 
case is typically only 10-20 cm. 

The Effect of Ionospheric Mismodeling on YT = Y sin 8B; YL = Y cos 8B (8.63) 
Temperature Recovery 

The Earth's ionosphere, which extends from 
about an 80-km altitude upward, acts as a lens 
that overlays the neutral atmosphere. In an 
occultation geometry, the signal must pass through 
the ionosphere on its way into and out of the 
neutral atmosphere below a 100-km altitude. 
This implies that a removal of this ionospheric 
effect on the signal is necessary before we can 
accurately deduce the neutral atmospheric pro- 
file. The dispersive cature of the ionosphere 
causes the two GPS signals to travel at different 
speeds. A simple linear combination of the L1 and 
L2 signals can be formed to subtract out most of 
the ionospheric delay. This commonly used simple 

I 

where ne is the number density of electrons; e and 
m are the electron charge and mass, respectively; 
E, is the permittivity of the free space; fp, fg, and 
fa re  the plasma-, gyro-, and carrier frequencies, 
respectively; 0, is the angle between the Earth's 
magnetic field Bo and the direction of propa- 
gation of the wavefront k. Bo is the magnitude of 
Bo; Nneut is the refractivity of the neutral atmo- 
sphere. By definition Y = eBo/2nfm, and because 
the sign of e is negative for the electron, Y is 
antiparallel to Bo. For the Earth's ionosphere, 
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with ne = 10l2 electrons/m3 the plasma-frequency 
fp = 8.9 MHz. The gyro-frequency for an electron 
in the Earth's magnetic field (2 x Tesla) is 
fg= 0.59 MHz. 

The second, third, and fourth terms on the 
right-hand side (RHS) of eq. (8.61) are propor- 
tional to the inverse-square, inverse-cube, and 
inverse-quartic powers of frequency, respectively. 
The plus and minus signs of eq. (8.61) correspond 
to the ordinary and extraordinary wave modes 
of propagation, respectively. When the carrier 
frequency is large compared to plasma- and gyro- 
frequencies, as is the case with the GPS frequen- 
cies, the principal modes of propagation are 
dominantly circularly polarized. Ignoring the 
left circular polarized (LCP) component of the 
GPS signal, which has less than 0.35% and 2.5% 
of the total power for L1 and L2, respectively, only 
the (-) sign will be of relevance to us in the 
subsequent analysis. 

The phase delay of a signal passing through 
the atmosphere is given by 

where i = 1,2 for L1 and L2, respectively; dsi is an 
element of length along the curved path that the 
ith signal travels (see Figure 8-14). For the case 
where (n-1) << 1 and where the gradient of the 

Path traveled 
by the L2 

by the ~1 (curve 2) 
Path traveled signal 

I ds 

signal t \  (curve 1) 

dx / ' Transmitter 

Receiver 

Figure 8-14. Representation of the path traveled by 
the GPS L1 and L2 signals. 
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index of refraction is slowly varying along the 
path, we can use the stationary phase property of 
the actual ray path (see Appendix B, eq. (B-19); 
also Moritz 1961; Williams 1975; and Gu and 
Brunner 1990) to rewrite eq. (8.65) in a more 
convenient form. For this case it can be written 
with sufficient accuracy as 

where dx and dx are elements along the straight 
line connecting the transmitter and the receiver 
(Figure 8-14). All integrations in eq. (8.66) are 
carried out along this line. The coordinates y 
and z form a mutually orthogonal coordinate set 
with x. The partial derivatives ar@y and dni/dz 
are evaluated at (y,z) = 0. (For more accuracy, 
they should be evaluated at (y,z) of the curved 
path at a given x.) The first integral on the RHS 
of eq. (8.66) corresponds to the effect of the refract- 
ing medium on the signal had it traveled along a 
straight line. The second integral corresponds to  
a curvature correction or bending term. It should 
be noted from eq. (8.66) that the bending term is 
a second-order term because of the stationarity 
property of the actual path, which is proportional 
to the square of the transverse gradient of the 
index ofrefraction. From eq. (8.61), it follows that 
the f2  term in the refractivity brings an f4 bend- 
ing term to the phase observables. 

Substituting eq. (8.61) into eq. (8.66), we can 
write the phase delays, p1 and p2, up to order f4 
as 

q--E 1 "  1 w  P + B 1  
f ?  2 f 7  3f': f': 

PI= RLG + pneut - ~ - -- - -- - - 

(8.67) 



where 

RLG RLG 
f2dx = (40.3)I n,dx = 40.3 TEC 

0 

RLG RLG 
w = (2437)j nzdx + 4.74 x 1022 I neBE( 1+ cos20B)dx 

0 0 

(8.68) 

(8.69) 

(8.70) 

(8.71) 

(8.72) 

(8.73) 

All integrations in eqs. (8.69) through (8.73) 
are along the straight line connecting the trans- 
mitter and the receiver; units are assumed to be in 
meter kilogram second (MKS). The quantity R,, 
is the direct geometrical distance between the 
transmitter and the receiver; pneut is the extra 
delay (including bending) along the L1 path due to 
the neutral atmosphere; tipneut is the difference 
between the p1 and p2 extra phase delays induced 
by the neutral atmosphere; 4 is the carrier fre- 
quency; TEC is the total electron columnar con- 
tent along the path of integration; and E and f3 are 
curvature correction terms. Bi is the sum of other 
biases and error sources such as thermal noise, 

multipath, and clock drift; these are not the sub- 
ject of our study in this section and so these terms 
will be dropped in the following analysis. 

The term tipneut is the result of the splitting of 
the two signals that is caused by the ionosphere; 
this splitting causes the two signals to travel 
different paths in the neutral atmosphere (Fig- 
ure 8-15). The term E completely cancels out as we 
form the L1 and L2 traditional "ionospheric free" 
combination as explained below. The term fi/44 
corresponds to the extra delay which is caused by 
bending in the ionosphere. 

The following linear combination removes the 
L/f ionospheric terms 
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The coefficients multiplying p1 and p2 corre- 
spond to 2.546 ... and 1.546 ..., respectively. This 
linear combination removes the l/f ionospheric 
term; R,, is estimated from the POD-based eph- 
emerides of the LEO and GPS satellites. The 
desired observable is pneut from which the neutral 
refractivity can be obtained. The third, fourth, 
fifth, and sixth terms on the RHS of eq. (8.74) will 
act as error sources to  the inversion process; in 
what follows they will be referred to as “splitting,” 
“second-order,” “third-order,” and “bending“ terms, 
respectively. Below we estimate these residuals 
and suggest ways of reducing them. 

Simulation of the Ionosphere 

To proceed with the computation of the higher 
order and bending terms, we have to assume 
models for the electron density ne and the Earth’s 
magnetic field Bo. (See Appendix D for a treat- 
ment of the higher order ionospheric effects using 
a uniform spherical shell model.) For the day- 
time electron density, we generated a two-dimen- 
sional grid along 20”east geodetic longitude using 
the parameterized ionospheric model (PIM) (Fig- 

ure 8- 16) (Anderson 1993). This two-dimensional 
grid corresponds to  the simulated electron density 
at 12:OO Universal Time; September 26, 1992. 
The density is representative of the ionosphere 
during the day time and for a year near solar 
maximum. The PIM is a worldwide electron 
density profile model that is based on a param- 
eterized version of the Utah State University 
model, which is a complete first principles, iono- 
spheric model using as inputs the solar ultraviolet 
(UV) flux wavelength profile, the Hedin neutral 
wind model, the MSIS-86 neutral atmosphere 
model, and an electric field model obtained from 
all available experimental data. The two-dimen- 
sional density grid has a bulge near 20” north 
latitude. Avertical profile at that latitude is 
shown in Figure 8-17. The two peaks correspond 
to the F2 peak at a 400-km altitude and the E peak 
a t  an -100-km altitude. In our simulation, the 
occultation is taking place in the same 20” longi- 
tude plane, with a tangent point at 20” north 
latitude. 

For the nighttime electron density, a Chap- 
man model is used with an F-peak density of 

Ionosphere 

To 
GPS 

Figure 8-15. L1 and L2 ray splitting due to dispersive ionospheric refraction using a 
simple spherically symmetric shell model. The emitting GPS satellite is assumed to be 
at an infinite distance. Differential bending through the atmosphere by the Ll  and L2 
signals is suppressed for clarity. Spherical geometry results in non-parallel paths 
shown in the atmosphere. The z = 0 line corresponds to the ionospheric-free stationary 
phase path for L1 and for L2. 
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Figure 8-16. PIM electron density model (electronlcm3)used to estimate higher order 
delay and bending terms. 

lo5 (e/cm3) at 350 km altitude and an E-peak 
density of 7 x lo3 (e/cm3) at  100 km altitude. 

Next we need to model the Earth's magnetic 
field. A first-order approximation to the geomag- 
netic field near the surface of the Earth that we 
will use is an Earth-centered dipole with its axis 
tilted to intersect the Earth at  78.5" north lati- 
tude, 291.0"east longitude, which corresponds to 
the geomagnetic north pole; and at 78.5" south 
latitude, 11 1.0" east longitude, which corresponds 
to the geomagnetic south pole (Figure 8-18). In 
general, such an approximation is only accurate to 
about 75%; an approximation that is 90% accurate 
can be obtained by taking the dipole to be eccen- 
tric. An even more accurate value of the magnetic 
field can be obtained by using the International 

Geomagnetic Reference Fields; however, our aim 
is to get a first-order assessment of the higher 
order and bending terms. These terms are small, 
but can be limiting sources of error in the tem- 
perature profile retrieval in the upper strato- 
spheric heights. The complexity of the models 
used to estimate these errors need only be consis- 
tent with the required accuracies. 

Based on these models, we estimate the re- 
sidual terms of eq. (8.74). Figure 8-19 shows the 
propagation delay residuals due to the second- 
and third-order terms as functions of the occulta- 
tion-link tangent-point height. The daytime sec- 
ond-order term is -13-17 mm for our specific 
example. More generally, this term may vary 
between 0 and 20 mm for a given occultation. It is 
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Figure 8-1 7. True and reconstructed electron 
density profiles at 20 “north latitude. 

Axis of Rotation 

Geomagnetic Axis 

Figure 8-18. The Earth’s magnetic field modeled as 
a n  Earth-centered dipole aligned along the 
geomagnetic axis. 

possible to further reduce this error by a factor of 
10 through modeling (Brunner and Gu 1991; 
Bassiri and Hajj 1993). The nighttime second- 
order term is of order 0-3 mm. The third-order 
term is sub-millimeter and can be ignored. 

The daytime bending term, shown in Fig- 
ure 8-20, ranges between 3-17 cm at a 40-100 km 
altitude. This term becomes particularly large at 
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Figure 8-1 9. Modeled second-order ionospheric 
residuals for daytime and nighttime ionosphere and 
third-order daytime ionospheric residuals as 
functions of the occultation-link tangent height. 

a 100-km altitude, which corresponds to the rela- 
tively sharp vertical refractivity gradient of the 
bottom side of the E layer. The effect of the 
ionospheric bending is understood further as we 
examine the amount of bending experienced by 
each signal as shown in Figure 8-20 (right-hand 
scale). The L1 and L2 signals experience a maxi- 
mum bending of 0.015 and 0.025 deg respectively, 
near the E layer. The positive bending indicates 
that the signal paths curve toward the Earth, 
namely in the direction of increasing ionospheric 
refractivity. The nighttime bending term is of the 
order of 1 mm and can be neglected. Bending due 
to the neutral atmosphere becomes dominant be- 
low 40 km. 

Because the bending of the L1 and L2 signal 
paths within the ionosphere differs, we can esti- 
mate the bending term as follows. Treating the L1 
and L2 data separately, and assuming spherical 
symmetry, we can determine the angles of arrival 
y,, 6, for L1 and y,, 6, for L2 and the correspond- 
ing asymptote geometric ray length g,, d, and g,, 
d, (see Figure 8-21 for a depiction of these param- 
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Figure 8-20. Modeled bending of L1 and L2 signals 
(right-hand scale) for the ionosphere of Figure 8-16. 
Left-hand scale shows the residual ionospheric 
bending term before and after calibration. 

eters). The bending term is then estimated to  first 
order by 

Estimated Bending Term = (8.75) 

Using the ionospheric model described above, we 
evaluate eq. (8.75) and subtract it from the actual 
bending term (shown in Figure 8-20). The differ- 
ence is also shown in Figure 8-20. The bending- 
term error is now reduced to the millimeter level 
below a 70-km altitude. 

We now turn our attention to the splitting 
term (-1.546 6pneut in eq. (8.74)). This term is the 
result of the separation of the L1 and L2 signals as 
they travel through the neutral atmosphere. Fig- 
ure 8-22 shows the vertical distance separating 
the tangent heights of the L1 and L2 ray paths 
(left-hand scale). This ranges from roughly 20 m 
near the surface of the Earth to about 500 rn near 
a 100-km altitude for the daytime; it is about an 
order of magnitude smaller for the nighttime. The 
right-hand scale of Figure 8-22 shows what this 
separation would correspond to in terms of 

Asymptote incoming L1 ray 

Asymptote outgoing L1 ray ( 9 1 )  
\ 

LEO 

/ \ GPS 

Figure 8-21. Asymptote rays and bending angles for 
the L1 and L2 signals. 
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Figure 8-22. Modeled daytime and nighttime ray 
separation (left-hand scale) and the corresponding 
ratio of residual error due to the splitting of signals 
over the total atmospheric effect (right-hand scale) as 
a function of tangent height. Calibrated daytime 
effects are also shown. 

percent error. This percent error is derived by 
assuming the neutral refractivity to be an expo- 
nentially decaying function of height with a con- 
stant scale height of 7 km. It is clear from this 
example that this error would be a substantial 
fraction of the total effect at all heights (0.511%) 
for the daytime. During nighttime, this splitting 
term is again about a factor of 10 smaller. As an 
approximation, a 1% error in refractivity would 
map into a 2-3 K error in temperature. Therefore, 
in order to obtain sub-kelvin temperature accu- 
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racy, we must model this term in order to remove 
it from the observables. This can be done by 
obtaining a first-order estimate of the neutral 
refractivity profile, and then estimating the ray 
separation according to the following equation: 

Estimated Rays’ Separation = g2y2 - glyl (8.76) 

where the variables on the RHS are defined in 
Figure 8-21. We can then use the estimated separ- 
ation and the first-order solution of the neutral 
atmospheric refractivity to estimate and remove 
the 8pneut term. A refined solution of the neutral 
atmospheric refractivity can be obtained by iter- 
ating the procedure a few times until convergence. 
Figure 8-22 shows the difference between the 
estimated ray separation and the true one for the 
daytime example. The 0.5-11% error is reduced 
to a -0-0.2% error, which will map to sub-kelvin- 
level temperature errors. 

Equations (8.75) and (8.76) assume local 
spherical symmetry within the ionosphere. These 
can be further improved if additional information 

about the ionosphere is included, thereby allow- 
ing departure from this assumption. To see how 
this can be done, an example of the solution 
obtained under the assumption of local spherical 
homogeneity is shown in Figure 8-17 (labeled 
“Uniform”). A better reconstruction is obtained 
when a horizontal gradient in the electron 
density was assumed (labeled “Non-uniform” in 
Figure 8-17). This horizontal gradient is obtained 
from ground zenith TEC measurements and dis- 
tributed equally across all the ionospheric layers 
(Haj  et al. 1994b). It is important to notice that 
the point-to-point structure of the E layer is recov- 
ered in the profile, but the absolute level is off. 
This can be improved by applying the constraint 
that the electron density must fall off to zero near 
90 km, and not exceed a certain limit within the E 
region. Given the more accurate electron density 
profile and the horizontal gradient, more accurate 
estimates of the ray separation (and therefore the 
splitting term), the second-order term, and the 
bending terms are possible. 
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CHAPTER 

Based on order-of-magnitude estimates, the 
atmosphere can be divided into several altitude 
and climatic regions where different error sources 
become significant. (See Figure 2-2.) Below 25 km, 
where random measurement error is a small frac- 
tion of the total refractivity, systematic errors in 
the assumed shape of the contours of constant 
refractivity are expected to dominate. Refractiv- 
ity, temperature, and pressure errors will grow 
gradually with increasing altitude until the de- 
crease in refractivity in the thinning atmosphere 
causes random errors and residual ionospheric 
effects to dominate. Short-term phase instability 
in the clocks used in the measurements, thermal 
noise in the receivers, multipath off the surround- 
ing transmitters and receivers, ephemeris errors, 
and uncertain tropospheric delays are examples 
of random measurement errors. The dominant 
error sources also depend on the strategy that is 
being used during an occultation. 

______ 

Certain material in this chapter appeared in a more 
complete form in Hardy et al. 1993; Kursinski et al. 
1993a; and Kursinski et al. 1993b. 
The analysis in this section assumes the LEO to have an 
oscillator that is 30 times more stable than the GPS 
oscillator. When the LEO oscillator is less stable than 
that of the GPS, such as the case with GPSMET, it is 
(link A - link C )  that should be used in the single- 
differencing technique. This difference will change some 
of the discussion that follows. 

,EO 

Figure 9-1. Single- and double-differencing 
geometries. 

Three different approaches are possible when 
analyzing the occultation data. First is the 
undifferenced technique where measurements 
from link A, which is the link connecting GPS, to 
LEO shown in Figure 9-1, is used alone. The 
second approach is the single-differencing tech- 
nique. In this technique the carrier phase of link 
A is subtracted from that of B (the link between 
GPS, and a ground antenna), thereby differencing 
out, the GPS, clock error.2 The third approach is 
the double-differencing technique, where the fol- 
lowing linear combination is formed: 

(link A - link B) - (link C - link D) 
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Link C is between GPS, and LEO; link D is 
between GPS, and the same ground antenna, as 
shown in Figure 9- 1. The double-differencing 
technique cancels out all clocks involved, namely, 
those of GPS,, GPS,, LEO, and the ground an- 
tenna. However, the single- and double- 
differencing techniques introduce new errors 
caused by atmospheric effects induced on the 
signals between the GPS satellite( s) and the ground 
receiver. With six GPS ground stations distrib- 
uted evenly around the globe (such as the ones 
used for orbit determination for TOPEX/ 
POSEIDON), there is sufficient coverage to do 
double differencing for about 85% of the occulta- 
tions. 

Table 9-1 shows the different sources of error 
for the three different techniques. The “x” refers 
to the presence ofthe noise source listed on the left 
for the particular technique. The capital and bold 
“X“ means the error is dominant. For instance, 
the GPS cesium oscillator is a dominant error 

GPS to Ground 

Zonosphere: 
GPS to LEO 
GPS to Ground 
GP% to LEO 

source in the undifferenced technique, whereas it 
is totally absent in the single- and double- 
differencing techniques. On the other hand, a 
LEO quartz oscillator is about 30 times more 
stable than the GPS cesium and has an effect in 
the no-differencing as well as the single- 
differencing technique. In the double-differencing 
technique, this error is eliminated along with the 
ground hydrogen-maser clock, assuming that data 
are taken at  the same rate from both the LEO and 
ground receivers. Also indicated is the type of the 
errors assumed and, when relevant, the time 
constants that are associated with these errors. 
The factor of (2) next to an “x” refers to the noise 
that appears twice, since it is a double-differencing 
technique. 

Figure 9-2 shows the typical noise levels due to 
different sources. Within the 200 s shown, the 
largest error is due to the LEO quartz oscillator as 
seen from a ground receiver; therefore, it includes 
the inexact specification of the troposphere. The 

X x(2) 

See Chapter 8 X X 

Appears in SNR Appears in  SNR 
Appears in  SNR 

Table 9-1. Possible error sources for three different techniques used to analyze occultation data. 
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stability of the LEO oscillator is assumed to be 1 
part in The following error sources are also 
shown: (1) a hydrogen maser; (2) the LEO SNR 
after taking the linear combination of L1 and L2, 
whereby most of the ionospheric effect is sub- 
tracted out, but this linear combination increases 
the phase jitter by a factor of 3; (3) the ground 
SNR; (4) a l-mm sine curve with a period of 300 s, 
which represents the ground multipath; ( 5 )  a 
simulated error due to having the multipath off 
the LEO body; and (6) a velocity bias that is due 
to uncertainties in the LEO and GPS velocities 
and is taken to be 0.05 m d s .  The error sources 
shown in Figure 9-2 do not include the residual 
ionospheric errors that have been discussed previ- 
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ously in Chapter 8. Also not shown in the Figure 
is the GPS cesium clock drift. A typical GPS clock 
error would look like that of the LEO quartz 
oscillator shown in Figure9-2, but would be a 
factor of 30 greater. Therefore, when an occulta- 
tion link is used without differencing with any 
other link (no-differencing technique), then the 
GPS clock oscillator is by far the most dominant 
error source. 

In order to quantify the effect of these error 
sources on the recovery of the refractivity, pres- 
sure, and temperature, the simulation procedure 
outlined in Figure 9-3 was developed. The first 
step is to generate atmospheric temperature and 
pressure profiles, which are obtained from the 

oscillator and troposphere 

Hydtosen - - LEO SNR wtth ion calibration 

-Ground multlpath 
-LEO multlpath 

Ground SNR 

0 5 0  1 0 0  1 5 0  2 0 0  

Time, s 

Figure 9-2. The estimated noise letlels for seven different error sources. 
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U.S. Standard Atmosphere(Champion et al. 1985). 
Ignoring water vapor, refractivity is then gener- 
ated using the first term of eq. (7.36). 

Observables for a given GPS-LEO occultation 
geometry are generated by tracing the ray signal 
through the assumed atmosphere. Noise is added 
to the simulated radio signatures and converted 
to Doppler shift measurements, which in turn are 
inverted using the Abel transform approach to 
obtain the refractivity versus height. Density, 
pressure, and temperature are obtained from the 
refractivity profile through the procedures de- 
scribed by eqs. (7.32) and (7.39). The resultant 
temperature solution is then subtracted from the 
initial temperature profile used in the simulation 
in order to obtain an estimate of the error. 

Figure 9-4 shows the error in thereconstructed 
temperature versus height for the single- 
differencing technique where the GPS clock is 
eliminated. Two different cases are plotted in 

Generate Calculate 

structure vs. altitude 
atmospheric refractivity + Generate 

phase 
observables 

I 

Generate 

length noise 

Derive 
Doppler 

shift data 

Invert Doppler 
shift data to obtain 

refractivity vs. 
height 

3. 
Reconstruct 
atmospheric 

structure 

Figure 9-3. Procedure for simulation of some error 
sources that contribute to the retrieval of atmospheric 
profiles. 

Figure 9-4; in one case the inversion started at  
69 km, whereas in the other it started at 59 km. 
Each case corresponds to the RMS of four 
runs where the data noise shown in Figure 9-2 
is divided into four parts: (1) 0-50 s, (2) 50-100 s, 
(3) 100-150 s, and (4) 150-200 s. Each part is run 
independently. 

Figure 9-4 shows that the temperature error is 
-1 Kat  50 km and drops to a few tenths of a kelvin 
in the middle and lower stratosphere. Although 
several error sources are included in the simula- 
tions, possible significant errors due to the iono- 
sphere as well as systematic errors due to  
inhomogeneity in the horizontal structure of the 
refractivity have been excluded. The results shown 
in Figure 9-4 thus represent a lower bound of the 
temperature errors that are due to random mea- 
surement errors. Moreover, the effect of water 
vapor has not been incorporated into the simula- 
tion results, and, for most atmospheres, the pres- 
ence of water vapor obscures the interpretation of 
the refractivity below about 7 km. The retrieval of 
moisture information in the lower troposphere 
has been discussed in the previous chapter. Fur- 
ther discussion of simulations of temperature and 
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Inversion beginning at 69 km 

Inversion beginning at 59 km 

E 
f 40-- 

g 30- 0 

a 

0.01 0.1 1 10 
Temperature Error, K 

Figure 9-4. Temperature error due to the sum of error 
sources shown in Figure 9-2. (Water vapor in the 
troposphere is ignored.) 
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water vapor reconstruction in the troposphere is 
given in the following section. 

40 
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Tropospheric Simulations 
Diffraction limits the resolution achievable in 

the application of geometric optics theory used to 
interpret and invert the radio occultation mea- 
surements. However, this limit is not due to the 
receiving aperture. Instead, because the signals 
are coherent, the resolution is set by the diffrac- 
tion limit of the geometric optics approximation; 
namely, the vertical and the cross-beam dimen- 
sions of the sampling volume are given approxi- 
mately by the diameter of the first Fresnel zone. 
In the absence of bending, the first Fresnel zone is 
given approximately by the diameter of a cone 
with its apex a t  the receiver, its axis being the 
distance from the receiver to the limb of the Earth, 
and the rays forming the cone having a length of 
this same distance plus one-half the radio wave- 
length (see Chapter 11). With a receiver in orbit 
a t  an altitude of 700 km, which puts the limb at a 
distance of 3000 km from the receiver, and a 
wavelength of 20 cm, this diameter is about 
1.5 km. The vertical resolution also improves as 
the ray descends through the atmosphere because 
the vertical refractivity gradients increase in 
magnitude causing the ray path to bend and the 
vertical dimension of the first Fresnel zone to 
decrease (Fjeldbo and Eshleman 1968). An ex- 
ample of this is shown in Figure 9-5. 

This example represents a simulated observa- 
tion from a GPS receiver in LEO at a 700-km 
altitude using the temperature and humidity 
data from the radiosonde out of Hilo, Hawaii, on 
July 11, 1991, at 12:OO UTC. Near the top of the 
stratosphere, the diameter of the first Fresnel 
zone is about 1.4 km and decreases to about 
0.45 km near the surface. The gradual decrease in 
size is due to the exponentially increasing den- 

. . . . , I . . . , . . . 
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Figure 9-5. Vertical resolution versus altitude. 

sity-and therefore refractivity and refractivity 
gradient-with decreasing altitude. The sharp 
changes apparent in the troposphere are gener- 
ally associated with changes in water vapor den- 
sity. As can be seen, the Fresnel zone at  times 
drops abruptly several hundred meters in its 
height component. These cases are associated 
with very sharp vertical refractivity gradients at 
an inversion layer boundary near a 3.8-km alti- 
tude and near the surface. Given these vertical 
resolutions, the along-path length of the sampling 
volume is typically near 200 km. However, it can 
decrease to 100 km in the lower troposphere when 
very sharp vertical refractivity gradients are en- 
countered. The parameters recovered using this 
technique, namely, N, p, P, T, and, in some cases, 
water vapor, represent averages across the sam- 
pling volume. 

Both temperature and moisture contribute to  
the refractive index in the lower troposphere (see 
eq. (7.36)); in general, it is difficult to separate the 
two contributions. A special case exists in the 
tropics where the temperature profiles are rela- 
tively uniform over large distances and for long 
periods. This situation can be used to provide 
estimates of moisture profiles. During July of 
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1991, soundings over a 12-day period were avail- 
able from Hilo, Hawaii. For the 23 soundings from 
this period, a single average vertical profile of the 
temperature and the dry term of eq. (7.36) was 
computed. For each individual radiosonde sound- 
ing, a profile of the refractive index (dry plus moist 
term) is calculated; this profile illustrates the type 
of information that will be available from occulta- 
tion measurements. A profile of the observed re- 
fractive index and the average dry term for Hilo, 
Hawaii, on July 7,1991, a t  00.00 UTC is shown in 
Figure 9-6. In the altitude range between 8 and 
10 km, the refractive index profile is very close to 
the mean dry term, and moisture is of little conse- 
quence. Below 8 km, the total refractive index 
begins to deviate from the mean dry term and 
exhibits the structure caused by moisture. To 
obtain the contribution of moisture to the refrac- 
tive index, the average dry-term profile, repre- 

senting the average of all 23 soundings, is sub- 
tracted from the computed refractive index for 
this particular sounding. Then from the moist 
term of eq. (7.36), the water vapor pressure is 
calculated. The result of this calculation and the 
observed water vapor pressure are also shown in 
Figure 9-6. The error in the retrieved water vapor 
pressure expressed as a percentage is shown in 
the right side of the figure. Below the inversion at 
about 3 km, the retrieved water vapor has an error 
of less than 10%. Above the inversion, the mois- 
ture decreases rapidly and the percentage errors 
are large. However, the trend of the water vapor 
profile is still preserved up to 7 km. 

The moisture profiles in the tropics often have 
very large vertical gradients. The profiles in 
Figure 9-6 are plotted at 400-m height intervals, 
but the “observed N” profile has been smoothed to 
1.2 km, which is close to the upper limit of the 
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vertical resolution for the occultation measure- 
ments. The plots of the water vapor profiles are 
for the observed data at  0.4 km, but the retrieved 
estimates were computed from profiles smoothed 
to 1.2-km. The importance of the vertical resolu- 
tion on the error is clear in comparing the magni- 
tude of the error of the 1.2 km smoothed results 
with those at  0.4 km. It is apparent that the small- 
scale vertical structure of the water vapor profile 
is often lost in the retrieved profile. If the mea- 
surement of the basic refractive index profile 
has a vertical resolution of 0.4 km, then the 
errors above the inversion are reduced consider- 
ably. It should be understood that the results in 
Figure 9-6 are optimistic in the sense that they do 
not include any error in refractivity observations, 
and they ignore any horizontal gradients in the 
refractivity. It also should be noted that the 
height of the inversion layer should be retrievable 
to high accuracy assuming the layer extends for 
at  least 200 km, which is approximately the hori- 
zontal resolution for limb sounders. As indicated 
in Figure 9-5, where the vertical resolution shrank 
to approximately 200 m in the vicinity of the 
inversion layer boundary near 3.8 km, the verti- 
cal resolution is extremely good in the vicinity of 
marine inversion layers. This fact combined with 
the very sharp changes in the gradient of refrac- 
tivity should make detection and characterization 
of these features a natural product of these obser- 
vations. Also Fresnel diffraction techniques can 
be used to sharpen the vertical resolution of the 
layer (see Chapter 11). 

Another special situation occurs during the 
polar winter, where water vapor content is small 
at the surface of the Earth due to the extremely 
cold weather. in  order to estimate how well the 
dry and wet terms in this region can be separated, 
a selected set of the TIGR radiosonde data is used 
as follows: From the temperature, humidity, and 
pressure measurements of a particular TIGR ra- 

diosonde data, the vertical refractivity profile can 
be computed. The computed refractive index is 
then modified by adding a white Gaussian noise 
value having a mean of zero and a standard 
deviation that varies with height. The standard 
deviation is assumed to be 50% of the refractivity 
at 70 km and decreased exponentially to O.O05%0f 
refractivity near the surface. These values are 
consistent with a measurement error of about 
0.1 cm in path delay near 70 km and 1 cm near the 
surface. The noise-modified refractivity profile is 
used as a measurement series; we attempt to 
recover either temperature or moisture from these 
measurements. 

The result of a retrieval for a cold polar profile 
is shown in Figure 9-7. The surface temperature 
for this sounding is cold at 248 K, and the dew 
point is about 4 K lower than the temperature, up 
to about 8 km. Although the air has a low water 
content, it helps to assume that it is not com- 
pletely dry. Consequently, a relative humidity of 
50% was used to represent the air below 7.5 km. 
We also assume the temperature profile in order 
to compute the contribution of moisture to the 
total refractive index. For the sole purpose of 
estimating the contribution of moisture to the 
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refractivity, a mean lapse rate temperature of 
6 Kkm was used from 7.5 km down to the surface. 
The temperature from 70 km down to 7.5 km was 
retrieved. Below 7.5 km, the estimated moisture 
term of the refractivity was subtracted from the 
noise-modified refractivity profile in order to  get 
the temperature or density contribution. Then 
the temperature is retrieved applying the same 
process used for dry air. The resulting tempera- 
ture error is within 0.7 K, and for much of the 
sounding, the error is less than 0.3 K. This error 
level is typical of the type of temperature retrieval 
possible when the temperature near the surface or 
a t  any other level is colder than 250 K. When the 
surface temperature approaches 270 K, then the 
unknown contribution of the moisture increases 
the error in the retrieved temperature profile. 

Simulation of a Weather Front 

When a GPS is occulted by the Earth, its radio 
path traverses about 2000 km of the atmosphere 
along a path that is nearly tangent to the Earth’s 
surface. The simulations shown above assume a 
horizontally uniform atmosphere over this 
2000 km. Under these conditions, the Abel trans- 
form provides a very accurate reconstruction of 
the refractive index profile. However, the Earth’s 
atmosphere often has considerable structure in 
the horizontal dimension. (The effect of variable 
horizontal structure was discussed in Chapter 8.) 
In an attempt to estimate the upper limit of the 
impact of horizontal structure of the atmosphere 
on the retrieval of profiles from GPS data, we have 
simulated an occultation through the center of a 
strong frontal surface. We believe this represents 
the upper limit because (1) an extreme weather 
front is assumed, (2) the occultation ray paths are 
orthogonal to the front line, and (3) on average, 
the tangent point of the ray path falls along the 
center position of the front (distance = 1000 km in 
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Figure 9-8>, where the horizontal gradient is larg- 
est. It should be understood that if the ray paths 
were parallel to the front, then the horizontal 
variations would be much smaller and retrievals 
would be very accurate. 

The temperature structure for the cross sec- 
tion is shown in Figure 9-8; it was adapted from 
a cross section presented in Palmen (1969). 
Only data up to a height of 14 km are shown in 
Figure 9-8, but for the occultation simulations, 
both temperature and moisture information from 
the surface up to a height of 70 km was generated. 
The cross section shows the strong front extend- 
ing from the surface a t  a distance of about 1500 km 
up to a height of about 12 km at a distance of 
700 km. The change across the 2000 km of the 
cross section represents a very pronounced front 
that might be found a t  mid-latitudes over conti- 
nents during the winter. The structure in the 
cross section of the stratosphere and the meso- 
sphere also contains features that are consistent 
with those we would expect to find between a very 
cold and a very warm air mass. 

The refractive index was computed from the 
temperature and moisture cross sections. The 
change in the refractivity from one end of the cross 
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Figure 9-8. Vertical cross section of temperature for 
a strong frontal surface. 



section to the other ranged from about 50% a t  
70 km to about 10% near the surface. Typical 
variability of the refractivity within the tropo- 
sphere of the cross section was about 15%. 

Using this weather front structure, the accu- 
racy of tropospheric refractivity retrievals under 
somewhat extreme conditions can be assessed. 
Applying the simulation system described above 
(and in Figure 9-3), signal paths from the GPS 
satellite to a receiver in LEO were traced through 
the weather front shown in Figure 9-8 to generate 
a simulated data set. This was inverted to recover 
the apparent vertical refractivity structure at  the 
center of the cross section at 1000 km assuming 
local spherical symmetry (the Abel transform so- 
lution). If the atmospheric structure for the cross 
section exhibits only a linear change along the ray 
path, the Abel transform still provides an excel- 
lent solution for the center profile. The reason for 
this is that although an excess in the refractive 
index will cause an increase in the observed phase 
change from one side of the center, a correspond- 
ing deficiency in the index of refraction on the 
other side of the center will offset the phase 
change. On the other hand, the refractive index 
structure that is symmetric about the center pro- 
file, either as a relative minimum or maximum 
value at the center, will introduce errors when the 
Abel transform solution is used (see Chapter 8). 
Thus the retrievals provide an initial estimate of 
the effect of symmetric atmospheric structure 
relative to the center (at 1000 km). The results 
are shown in Figure9-9. Except at the very 
highest levels and near the surface, the errors can 
be less than 1%, and for many heights the error is 
less than 0.6%, even with the local spherical 
symmetry assumption. The Abel transform solu- 
tion conveniently provides initial estimates of the 
effect of a non-uniform atmosphere on the re- 
trieval of the refractive index profiles. However, 

70 fi 
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Figure 9-9. Errors in the retrieval of refractive index 
at the center of the cross section shown in Figure 9-8. 

other techniques have already been developed to 
handle a non-uniform atmosphere (Linda1 1992). 
When these are applied, the errors in the recovery 
of refractive index are expected to be generally 
smaller than those shown in Figure 9-9. 

The pressure profile is computed by integrat- 
ing the refractive index profile beginning at the 
top of the profile, or 70 km in our example. The 
integration can proceed down to a height where 
moisture starts contributing to the refractive 
index (which in the profile of Figure 9-8 is about 
8 km). In order for the integration to proceed to 
the surface, an average lapse rate in temperature 
of 6 Wkm is assumed from 8 km to the surface. 
This step leads to an estimate of the first term of 
eq. (7.36). By subtracting this estimate from the 
simulated refractive index, information on the 
moisture profile is obtained. 

The results of this retrieval procedure are 
shown in Figure 9-10. Since the pressure at the 
top of the profile would, in general, not be known, 
an errcir of5% in the pressure at a height of ?O km 
is introduced. The effect of the unknown pressure 
at  the start of the integration is largely removed 
after descending about two scale heights to near 

SIMULATIONS 85 



60 km. For much of the stratosphere, the error in 
the temperature is less than 0.5 K. The variable 
structure in the cross section near the tropopause 
leads to an increased error in the temperature 
profile at heights between 9 and 12 km. Below 
8 km, the error is a reflection of how well the 
assumed average lapse rate matches the actual 
profile. The large errors in the temperature esti- 
mates in this altitude region also cause large 
errors in the water vapor estimates. As shown 
previously (see Chapter €I>, the retrieval of mois- 
ture in the lowest 5 km of the troposphere depends 
very strongly on how well the temperature can be 
estimated independent of the occultation observa- 
tions. The results for the lower troposphere shown 
in Figure 9-10 should be viewed as upper limits 
because they do not take advantage of additional 
information on the temperature and pressure 
structure, which would generally be available 
from other sensors and weather models. 

The meteorological situation of the front is in 
marked contrast to the situation encountered with 
marine boundary layer inversions where the re- 
fractive index profile is useful for identifying the 
height of the inversion because both temperature 
and moisture contribute to the existence of a very 
strong refractivity gradient at the top ofthe bound- 
ary layer. In the case of a front, the moist and dry 
effects tend to cancel each other when the point of 
tangency is centered on the front. On the front’s 
cold side, the air is denser but contains less water, 
so the dry contribution is larger and the moist 
term is smaller than the relative contributions of 
their counterparts on the warm side. The net 
result is that remarkably little microwave refrac- 
tivity contrast exists across the front when the 
tangent point of the occultation is centered on the 
front.3 Therefore, for a highly variable atmo- 

sphere in the mid-latitudes, the optimum use of 
the occultation measurements may be in using the 
refractive index profile as a limit for temperature 
and moisture contributions. 

For an arbitrarily placed occultation tangent point in the 
plane of Figure 9-8, the phase delay due to the front is 
given approximately by 

m 

6(Ap(ha)) = lop6 JGN(h,,s)W(s)ds 
-m 

where 6N is the change in refractivity due to the front and 
W(s) is the weighting function for limb sounders, which is 
given by a normalized Gaussian distribution for an 
exponential atmosphere (see eq. (10.3)) and shown in 
Figure 10-3. Here, s is the path length along the ray 
measured from the point of tangency and ha is the 
altitude of the ray at that point. The quantity 6N depends 
on changes in both the local air density and the water 
vapor density as a result of the temperature change 
across the front. If 6N can be constrained by a meteoro- 
logical model, so that the degrees of freedom in the model 
describing 6N and the location of the front versus altitude 
are no more than the number of independent Ap(ha) 
measurements made at different altitudes ha during the 
occultation, then the above convolution integral should 
be invertible. Using a local reference (front-free) model 
for the refractivity profile to form the 6(Ap(ha)) measure- 
ment sequence, the values of the model parameters 
should be recoverable. This would enable one to recover 
both the profile of the front and the variation of 6N with 
altitude. 

For example, when 6N may be treated as a height- 
dependent step function (and therefore antisymmetric) 
across the front that is located at so(ha), the extra phase 
delay due to the front becomes 

S(Ap(ha 1) = &N(ha )sign[s, (ha 1 ]Ed [Is0 (ha )I/- 112 

where H is the local scale height of the reference refrac- 
tivity model and a is the geocentric radial distance of the 
point of tangency. Although this expression does yield a 
zero contribution from the front at so = 0 for the aforemen- 
tioned symmetry reasons, it clearly shows a significant 
frontal signature if the location function for the front 
so(h,) causes so to slide across the W(s) distribution as the 
altitude ha of the occultation varies. 
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Figure 9-10. The error in the retrieval of temperature and water vapor at the center of 
the cross section shown in Figure 9-8. 
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CHAPTER 

SPATIAL RESOLUTION TOPICS 
FOR LIMB SOUNDERS 

Introduction 

A characteristic of limb sounders is relatively 
fine vertical resolution but relatively coarse hori- 
zontal resolution. Along-track resolution is essen- 
tially controlled by the vertical resolution (if local 
horizontal isotropy prevails), which in turn is 
limited by a combination of the measurement 
sampling interval and Fresnel diffraction. Cross- 
track resolution is purely Fresnel-limited. On the 
other hand, horizontal resolution can be sharp- 
ened by increasing the density of sounder mea- 
surements through deployment of multiple LEOS 
and/or by trading off temporal resolution versus 
spatial resolution. 

Along-Track Resolution 

If Ah is the vertical resolution, then one mea- 
sure of the along-track resolution AL is given by 

AL = 2&ZX (10.1) 

which is merely the length of the chord that is 
tangent to the inner of two concentric circles 
whose radii differ by a small amount Ah. Here, a 
is the geocentric distance of closest approach of 
the ray to the Earth's surface-for grazing inci- 
dence at the Earth's surface and for Ah = 1 km, 
AL = 225 km. Thus, each subsequent phase obser- 
vation of an ingressing occultation includes an 

additional contribution to the path integral for a, 
which arises from the line elements along the ray 
spanning a spherical cap of chord length AL (see 
Figure 7-2). I t  follows that the along-track resolu- 
tion is of the order of AL. 

Alternatively, the kernel or weighting func- 
tion in the integral equation for a, eq. (7.20), 
provides a measure of the relative contribution to 
a from each atmospheric element along the ray 
path. Let the refractivity N(r) be defined by 
eq. (8.25) where f (defined in eq. (8.27)) describes 
the along-track variability other than the radial 
behavior. Then, eq. (7.20) becomes 

+m 

a(a) = a,(a>[l + K(a> jW(s)f(s)dsl (10.2) 

where a change of variable from 8 to s has been 
made in eq. (7.20) (assuming a thin atmospheric 
approximation) and where s is the arc length 
along the ray path measured from the point of 
closest approach. Here, a, is the spherically 
symmetrical model-derived value for the bending 
angle (e.g., from eq. (7.24) or from eq. (8.38)), K(a) 
is a normalization factor for a given ray path, and 
W(s) is the weighting function, which is given by 
the Gaussian distribution (when an exponential 
model is used for N(r)) shown in Figure 10-1. 

--m 

W(s) = exp[-s2/2aH] (10.3) 
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Thus, the standard deviation of W , a ,  is 
about equal to AL (for H = 8 km) when Ah is equal 
to 1 km. Figure 10-1 sketches W(s) in the context 
of the occultation geometry. For s = 2m = 
450 km, the contribution to a from a point on the 
ray path at  that position is less than 15% of the 
contribution from an element within the central 
cap at s = 0. 

Another measure of the degree of locality of 
the atmospheric information in a is given by the 
weighted mean path length through the atmo- 
sphere as defined by 

a M  - 
L(a) = 2 js(r)N(r)dr (10.4) 

a 

where s(r) is the arc length along the ray path. For 
the Earth’s atmosphere L(a) is about 360 km for 
all values of a except those very near aM, where it 
linearly approaches zero. The upshot from any of 
these concepts is that the radio occultation tech- 
nique for a single occultation recovers atmospheric 
refractivity profiles that are primarily derived 
from mesoscale-sized along-track averages. 

Vertical Resolution 

Figure 8-4 is a plot of the defocusing factor ((a) 
resulting from the refractivity gradient for an 
exponential atmosphere and is given by eq. (7.31) 
for dry air. For a fured temporal sampling interval 
it also provides the corresponding relative vertical 
sampling interval. However, the resolution is 
usually limited by the size of the first Fresnel zone 
for temporal sampling intervals less than about 
0.5 s. The rationale for choosing the first Fresnel 
zone is that the Fresnel diffraction theory shows 
that 50% of the radiation arriving at  the LEO 
originates from directions within the small solid 
angle subtended by the first Fresnel zone; the 
remaining 50% is distributed over all other direc- 
tions. The first Fresnel zone for a non-refracting 
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Figure 10-1. 
atmospheric limb sounders. 

Along-track weighting function for 

medium has a radius of my where h is the RF 
wavelength of the GPS signal (-20 cm) and D is 
the distance of the LEO from the point of maxi- 
mum atmospheric immersion of the ray path 
(-3000 km). The zone subtends an angular radius 
at  the LEO of my or about 1 arcmin. For a 
refracting medium, the first Fresnel zone also 
depends on the refractive gradient. Using the thin 
screen model, we will show in Chapter 11 that the 
Fresnel zone is given by 

Ah(a) = d m  (10.5) 

which for an exponential atmosphere is about 
750 m in the upper stratosphere and about 275 m 
in the lower troposphere; Ah can be considerably 
smaller if large water-vapor-induced refractivity 
gradients are present (see Figure 9-5). We will 
also show in Chapter 11 how Fresnel deconvolution 
techniques can be used to sharpen the vertical 
resolution past the Fresnel limit. 

To summarize the diffraction-limited case, the 
occultation information content in a single phase 
measurement can be characterized as originating 
from those atmospheric elements that principally 
lie within a near-horizontal tube with dimensions 
of approximately 1.5 km in height, 1.5 km 
in width, and about 300 km in length. 
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Introduction 
Although the atmospheric contributions to a 

single-phase delay measurement by the LEO prin- 
cipally originate from those directions within the 
first Fresnel zone (adjusted for the atmospheric 
refractivity gradient), the overall occultation event 
comprises amplitude and phase measurement 
sequences; these sequences involve overlapping 
Fresnel zones when the temporal sampling inter- 
val is less than 2 , / m / b .  The measure- 
ments for these overlapping zones may be synthe- 
sized or “deconvolved” using Fresnel transform 
techniques to obtain a determination of the verti- 
cal location of a local refractivity feature, such as 
an inversion layer that is significantly sharper 
than the Fresnel limit. This technique has been 
successfully used to study the spatial brightness 
distributions ofradio sources occulted by the Moon 
(Scheuer 1962), the structural aspects of the rings 
of Saturn (Marouf et al. 1982; Marouf et al. 1986; 
Tyler 1987), and the determination of the magni- 
tude and wavelength of gravity waves in the 
upper atmosphere of Uranus (Hinson and 
Magalhiies 1991). 

Here we give a brief summary of Fresnel 
diffract.ion theory. (For an in-depth treatment, 
see Goodman 1968 and Born and Wolf 1980.) We 
then apply Fresnel diffraction to a thin screen 
model, which represents the actual delay 
through the Earth’s atmosphere; finally, we 

discuss several useful concepts in diffraction 
theory. 

Strictly speaking, the GPS signal amplitude 
and phase measurements are not derived from 
monochromatic carriers but rather from spread 
spectrum, fully suppressed carriers with an effec- 
tive bandwidth of the order of 10 MHz. Because 
this effective bandwidth is only about 1% of the 
carrier frequency, a monochromatic diffraction 
approach, which is readily generalized to the 
spread spectrum case through Fourier transform 
techniques (Goodman 19681, provides a close ap- 
proximation to the actual waveform. Also, the L1 
and L2 carriers, whose frequencies differ by 
350 MHz, present slightly different diffraction 
properties to the LEO. For example, the radii of 
the first Fresnel zones for the two carriers differ 
by 13%. 

As noted earlier, the effective path length E in 
the atmosphere over which refracting processes 
occur is a few hundred kilometers, which is 
small compared to the distances of the LEO 
(D = 3000 km) and the emitting GPS satellite 
(-25,000 km). The thin screen model’s range of 
validity has been discussed in Hubbard et al. 
(1978 j. Two criteria for good results are the ratios 
L/D and a / / J / ;  both should be <c1. Here a 
is the bending angle due to refraction, a is the 
impact parameter of the ray, and H is the scale 

- 
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height of the vertical refractivity profile. For the 
Earth’s atmosphere, z/D = 0.1 and at the Earth’s 
surface, a / d m )  = 0.5. The thin screen ap- 
proximation improves as these ratios become 
smaller. Thus, near the Earth’s surface the valid- 
ity of the thin screen model tends to degrade, but 
the model still gives good qualitative results, 
particularly at higher altitudes. Results from a 
thin screen treatment lend insight into diffraction 
processes in the actual atmosphere. However, to 
achieve more accurate, enhanced resolution from 
the phase and amplitude measurements would 
require at least corrections to the thin screen 
model that reflect the actual signal propagation 
through a three-dimensional refracting medium 
and from a diffracting boundary surface presented 
by the Earth’s limb. For a geometrical optics 
(stationary phase) treatment of diffraction effects 
from a boundary surface (such as the Earth’s 
limb), the reader should consult Keller (1962) and 
(1958). 

Fresnel Diffraction 

The scalar diffraction approach that we use 
here is based upon the Rayleigh-Sommerfeld for- 
mulation of Fresnel diffraction. This particular 
formulation uses a Green function approach to 
sohe the scalar differential equation for the 

0 

Figure 11-1. Surface of integration for 
Helmholtz-Kirchoff integral theorem. 

electric intensity of the electromagnetic wave; 
this equation expresses the electrical intensity 
ofthe wave at a particular point that results 
from the distribution of electrical intensities of 
the wave over an arbitrary, closed, but distant 
surface surrounding the point. Let S denote the 
surrounding surface (Figure 11-1), and let !E(r,t) 
be the electric field strength of the wave at posi- 
tion r on the surface and at time t. In the case 
where k I r - rL I >> 1, where k is the wave num- 
ber of the GPS signal (2dh), it can be shown using 
the  Helmholt z-Kirchoff integral theorem 
(Goodman 1968) that the observed electric field 
strength of the wave at the position rL is given by 
the surface integral 

Here, r is the position vector of the surface 
element dS; dS is directed outward along the 
normal vector to the surface at r (away from the 
LEO); and tr is the retarded time associated with 
that surface element relative to the position rL, 
i.e., t, = t - I r - rL I /c. Thus, t - t, is the time delay 
required for the wavelet departing from the ele- 

G i  

Q / 

Figure 11-2. Thin screen model representing 
atmospheric phase delays. 
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I 
ment dS to reach the position rL. The expression 
in eq. (11.1) also applies to  the more general case 
where the wave is not necessarily monochromatic, 
but requires that each of its Fourier components 

I 
I satisfies the condition k I r - rL I >> 1. 

, The Thin Screen Model 

The surface integral formulation in eq. (11.1) 
enables us to express the phase and amplitude of 
the GPS signal received by the LEO in terms of the 
phases and amplitudes of a continuous ensemble 
of electromagnetic radiators embedded in a thin 
screen located above the Earth’s limb between 
theLEO and the emitting GPS satellite. The 
Earth, treated as an opaque disk, lies in the yz 
plane of Figure 11-2, and the Earth’s atmosphere 
is represented by the thin screen also in the yz 
plane. The LEO is located at (xL, 0,O). The 
emitting GPS satellite is located behind the thin 
screen at  (xG, 0,O) and irradiates the back side of 
the screen. As the occultation event evolves with 
time, the thin screen and the Earth’s disk move in 
only the z direction with a velocity b correspond- 
ing to the rate ofascent or descent ofthe undeflected 
ray in the actual case. The vector r denotes the 
position (0, y, z) of a surface element of the area 
dydz in the thin screen. The point (0, 0, 0) corre- 
sponds to an altitude in the actual atmosphere of 
h, relative to the opaque surface of the Earth’s 
limb. Note that h, will be both positive and 
negative during the course of the occultation event 
depending on the value of the impact parameter a 
of the ray; that is 

hb = ha- xLa (11.2) 

When the GPS signal arrives at the thin screen, 
an additional phase delay Y(y, z + hb) is assumed 
to modulate the phase of the GPS signal as it 
departs from the thin screen, which reflects the 
actual phase delay experienced by the signal in 

traversing the Earth’s atmosphere. This phase 
delay is given by 

Y = k10-6 jN( r )  ds (11.3) 
g(h, 1 

where the integration is along the actual ray path 
Z(hJ through the Earth‘s atmosphere and has an 
impact parameter value of ha in altitude. The thin 
screen approach also assumes local along-track 
isotropy in the refractivity (qs) = 0). The criteria 
for using a straight-line approximation for 8‘(ha) 
have also been discussed in Hubbard et al. (1978). 

The signal from the emitting GPS satellite 
E(r,tr) arriving at  the thin screen at  the position r 
and at the retarded time t, (now assuming that 
the signal is monochromatic) is given by the real 
part of the expression 

E(r, t,) = -exp A [ -io * ( t, - - (11.4) 
d G  

where A is the real amplitude of the sinusoidal 
signal emitted by the GPS satellite and d,, which 
accounts for the time delay for the emitted wave to 
arrive at  the screen and for the space loss in signal 
strength, is the distance I r - rG I of the point r 
in the thin screen from the GPS satellite (Fig- 
ure 11-2). Similarly, let the signal at  the LEO, 
axL$), be measured by the GPS receiver in terms 
of a complex “voltage” to be denoted by 
Eexp[i+- iot]. From eq. (11.1) and Figure 11-2, it 
follows that the phase and amplitude of the signal 
at  the LEO is given by 

x exp[ iY(y, z + h b  j] dy dz 
(11.5) 
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where G(y,z) is a normalized gain function of the 
receiver’s antenna, which is a function of the 
direction from the LEO to the surface element 
located at r in the thin screen, and the boresight 
direction of the antenna, A(y, z + h,) is a lumped 
amplitude coefficient that accounts for the mag- 
nitude A of the emitted GPS signal, the obliquity 
factor (r - rL).dS/ I r - rL I dS (which is essentially 
unity for the Earth’s neutral atmosphere), and the 
cutoff boundary defined by the limb of the opaque 
Earth; thus, A = 0 for z + hb< 0. We have suppressed 
the time-dependent part of the signal exp[-iot], 
which shows up on both sides of eq. (11.5) for 
monochromatic waves. 

x + 
(y2 + z2)/2x) which assumes that the LEO and the 
emitting GPS satellite are very distant from the 
thin screen (more precisely, xL, I Q I >> radius of 
the first Fresnel zone on the screen), eq. (11.5) can 
be reduced to 

Using the Fresnel approximation (d 

(11.6) 

where D, to account for the effect of the finite 
distance of the emitting GPS satellite, is defined 
by a “reduced” distance given by 

(11.7) 

which results in about a 10% reduction from the 
value of xL. The factor exp[ik(xL+ I xG I )]/xL I xG I 
is a function only of the spacecraft locations in the 
x direction. These locations are assumed to be 
constant in the thin screen model. This factor can 
therefore be dropped (or absorbed into the nor- 
malization constant K defined below). 

We now reduce this formulation to a one- 
dimensional problem by assuming invariance in 
the y direction. (For resolution studies of possible 
out-of-plane refractivity gradients, eq. (11.6) would 
provide the starting point.) Also, the curvature of 
the Earth‘s limb in the y direction is negligible so 
that it can be treated as an opaque semi-infinite 
straightedge. Inasmuch as the radius of the first 
Fresnel zone is much smaller than the radius of 
the Earth, this is a valid approximation. In this 
case eq. (11.6) becomes 

m 

K j G ( z ) A ( z + h b ) e x p  
-m 

The quantity K is a complex normalization 
constant that would yield the observed voltage 
E,exp[iQ,] at the LEO in the absence of the thin 
screen and the Earth’s disk. That is, (with G= 1) 

Finally, a simple change of variable h = z + h, 
in eq. (11.8) results in 

E(h, )exp[ i@(hb I] = 

hM 

K I G(h-h,)A(h)exp 
0 

(11. lo) 
where h is the altitude of the local point in the thin 
screen and h, is the altitude of the LEO-GPS line 
at the point of intersection with the thin screen. 
The geometry for this expression is shown in 
Figure 11-3, where for simplicity we have as- 
sumed the emitting GPS satellite to be at an 
infinite distance. 

If we assume zero optical depth for the thin 
screen, which is equivalent to  assuming no 
attenuation of the amplitude of the GPS signal 
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Thin Screen 

AJ 

Figure 11-3. One-dimensional thin screen showing path of stationary phase for LEO at h,. 

due to absorption or scattering during its traverse 
of the Earth‘s atmosphere, then for 0 I ha, A(ha) = 1 
(no attenuation) and for ha < 0, A(hJ = 0; the value 
of the obliquity factor is set to unity. Also, for most 
GPS antennas, the gain function G(h - hb) is 
essentially flat over the angular range of interest 
here and can be set to unity.l 

The phase modulation Y(h) in the thin screen 
may be expressed as 

Y(h) = ‘ ~ r ,  +W(h) + E(h) (11.11) 

where vo is a constant phase resulting from the 
coherence of the assumed planar wave arriving at  
the left side of the screen from the emitting GPS 
satellite; it may be set to zero because the normal- 
ization constant K defined in eq. (11.9) already 
includes the phase delay due to I xG 1 as well as xL. 
The quantity y(h) is the “deterministic” compo- 
nent of the phase, which is controlled by the 
reference refractivity model used for the atmo- 
sphere. The quantity E(h) is the “unknown” phase 
component resulting from a corresponding “un- 
known” refractivity component in the atmosphere, 
which is to be analyzed using diffraction tech- 
niques. The quantity y(h) + E(h) represents the 

1 Even for a -15-dB ”high gain” antenna (for example, a 
dish 30 cm in diameter), the 3-dB rolloff angle from 
boresight is about 0.3 rad, corresponding to an altitude 
difference in the thin screen of about 1000 km. 

additional phase modulation imposed a t  the 
Earth’s limb on the phase of the incoming GPS 
signal and, therefore, it is the additional phase on 
the signal as it emerges from the thin screen in the 
direction toward the LEO. 

Stationary Phase Path 

The vertical position K denotes the altitude 
in the thin screen of the incoming ray that yields 
a stationary phase path when the LEO is located 
at (D, 0, hb). Returning momentarily to a geomet- 
ric optics approach, the ray traveling from the 
emitting GPS satellite through the thin screen a t  
an altitude of Ti  (equivalent to the impact param- 
eter ha in the actual case) and then continuing to 
the LEO is defined as a stationary phase path 
relative to all other neighboring paths satisfying 
the boundary conditions. From Figure 11-3, the 
phase residual at  the LEO for an arbitrary ray 
arriving at  the screen at  altitude h from the GPS 
satellite (assumed to be at infinity) is given by 

r - 
$o(hb) + k[JD’ + (h - h,)Z - D + v ( h )  J 

( 11.12) 

where Qo(hb) is the phase at  the LEO in the 
absence of the thin screen and the Earth’s limb. It 
follows from Figure 11-3 that a stationary phase 
condition (@/dh = 0) on the path is given by 

TOPICS IN FRESNEL DIFFRACTION 95 



(11.13) dY 
d h  = = 4 s i n a I h  = = -ka(K) 

where a(h) is to be identified with the refractive 
bending angle in the actual case. If we let a(h) 
correspond to the bending defined by the refer- 
ence refractivity model in eq. (7.29, then it follows 
that the reference phase modulation y(h) is given 
by 

v(h)  = 10-6kN,d%&xp -- (11.14) [ 3 
The First Fresnel Radius in a Refracting 
Medium 

Let @(h) be the reference component of the 
phasor defined in the integrand of eq. (11.10) 

If we assume that @(h) is smooth and expand 
it in a Taylor series about E,  the point of station- 
ary phase, then using eq. (11.13) we obtain 

da(h) @(h)=- 2D ([ l-D- dh ] ( h - L f + ( L - h b )  

+Y(E)+ O[(h-Lf] (11.16) 

The first Fresnel zone is centered at h , and its 
radius (h - b)F is defined by the condition 

@(h)-@(K) = TC (11.17) 

from which it follows that the first Fresnel radius 
is given by 

- 
(h-h>F = JZ@T) (11.18) 

where ((E) is the defocusing factor and given by 
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(11.19) 

For the exponential refractivity model, ((h) is 
given by eq. (7.31) and exhibited in Figure 8-4. An 
example of Jrch, from an actual profile of atmo- 
spheric refractivity is given by Figure 9-5 (scaled 
by the factor m).2 
Enhanced Resolution Using Fresnel Diffraction 
Analysis 

The degree to which a feature in the refractiv- 
ity profile may be resolved partially depends upon 
the complexity of the profile itself. Here we 
consider a fairly simple feature immersed in an 
otherwise smoothly varying medium. Suppose 
that an inversion layer is transected by the GPS 
signal and that its lower boundary is at an alti- 
tude h*. We will assume the layer is horizontally 
laminar and that there is a small discontinuity in 
the temperature and, hence, in the refractivity 
that occurs at  h*. We will characterize this inver- 
sion layer by assuming 

r O  for O l h l h "  
&(h) = (11.20) 

h * c h  

Using the thin screen model, the perturbed 
observation made by the LEO a t  the altitude h,, 
E exp [i$] (Figure 11-4) is obtained by evaluating 
eq. (11.10) (withA= G = 1)usingeq. (11.20) for d h )  
and eq. (11.14) for yr. Using a stationary phase 
approximation (Born and Wolf 1980), we obtain 

E exp[i$l = E exp[i@J (11.21) 
m 

+ . ~ [ e x p [ i & , ~  - 11 J exp 
U*-U 

Jl;cr;, 
For the two-dimensional case it can be shown using the 
stationary phase approximation that the first Fresnel 
zone is an ellipse in a refracting medium. Its semi-major 
axis of length a is oriented perpendicular to the local 
gradient of the refractivity. The length of its semi-minor 
axis is given by eq. (11.18). 



Figure 11-4. The E-vector perturbation by dh). 

where u is a Fresnel variable given by 

and where 3 is a complex constant for a given 
value of hb and given by 

x( hb ) = exp[ i (ii - U b  ) 2 + iyr(L)] 

(11.23) 

The quantity u (hb) is given by 

ii = 4" L= j A [ h b + a ( 6 ) D ]  (11.24) 
hD hD 

with a(K ) given by eq. (7.26). Thus, a transcen- 
dental relationship is to be solved for each value of 
hb to obtain the stationary phase value of the 
Fresnel variable (hb). 

The integral in eq. (11.21) may be expressed in 
terms of the Fresnel integrals (see Born and Wolf 
19801, which are defined by 

dy (11.25) 

and 

It is convenient to recast the Fresnel integrals 
into the form 

U(v> = +[8(v>-S(v,]  

V(v> = +[ 1+ 8(v )  + Y(v)] (11.27) 

where v is given by 

V = (E - u *) / &iT) (11.28) 

which is a local Fresnel measure of the difference 
in altitude between the stationary phase point (for 
the deterministic component of refractivity) and 
h*, the altitude of the inversion layer. 

Figures 11-5 and 11-6 illustrate the fringe 
behavior of the functions V(v> and U(v), which are 
recognized as the real and imaginary components, 
respectively, of the Fresnel diffraction effect in the 
observed variations of the phase and amplitude of 
a monochromatic wave grazing a straightedge 
(Born and Wolf 1980). 

If we ignore, for the moment, Fresnel diffrac- 
tion effects from the Earth's limb, the expression 
in eq. (11.21) for the diffracted wave can be rewrit- 
ten as 

Using Figure 11-4 and eq. (11.291, we obtain the 
change in the observed phase, A$ = i$ - $, as a 
result of the presence of E, in the thin screen at an 
altitude h*. It can be shown that 

v(v> sin E, + ~ u ( v >  sin2 2 
I+ U(v)sinE, - 2V(v)sin2+ 

tan( A$) = E (11.30) 

Note that for large v, A$ + E, (modulo 2n), as 
it must. This can be further simplified when the 
phase perturbation E, is small. In this case 
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Figure 11-5. Imaginary component of the Fresnel 
difiaction effect from a straightedge upon agrazing 
monochromatic wave. 

where CJ@ in this case would be the ionosphere- 
corrected and double-differenced phase measure- 
ment error, which for 1-s measurement averages 
is about 30 mrad using a TurboRogue tracking the 
P-codes to recover carrier phase. This expression 
shows that for large “SNR” values, (o&,)-l, the 
vertical resolution of the inversion feature can 
be much smaller than the diameter 2- \ /0  of 
the first Fresnel zone. Moreover, by equating 
the vertical sampling interval to oh* (and noting 
that oQ = oQ<, / 6, where o ~ ~ ,  is the SNR error for 
a 1-s average), we can arrive at  an “optimal” 
temporal sampling interval A t  and therefore a 
vertical sampling interval that is given by 

&At = [<o@, / E ,  j2’3 [ [ 2hDb]Y3 (11.33) 

where a is the velocity of the impact parameter. 
Similarly, E, would be determined by best 

matching the amplitude of the Fresnel phase 
4 -2 0 2 4 pattern that occurs in the vicinity of u*. Fig- 

ure 11-6, which illustrates the behavior of the 

shows the stationary phase pattern near u = u*. 
A best fit to this theoretical curve would yield a 
determination of the values of h* and E,. 

The difference in amplitudes of the perturbed 

V 

Figure 11-6. Real component of the Fresnel diffraction 
effect from a straightedge upon a grazing 
monochromatic wave. 

Phase fringe pattern with h, for small E,, clearly 

A$ = E,,V(V) + O(& (‘le3’) 

Thus, for small perturbations E, produces a 
diffraction pattern that mimics the real compo- 
nent of the straightedge diffraction pattern (Fig- 
ure 11-6) centered at h*. 

The location u* would follow by determining 
the epoch and, hence, the value of n ,  where 
A$/&, = 1/2 and setting u* = u for that epoch. The 
sensitivity of this determination, &A$)/&*, would 
be maximized at this point and equal to ~ 4 2 .  
Roughly, the precision of this determination of the 
height h* of the inversion layer is given by 

and unperturbed electric intensities also provides 
useful information. Because the GPS receiver 
Yracks’’ the phase of the GPS signal, the nominal 
value of the residual phase within the receiver 
tracking loop is zero. Therefore, the primary 
phasor information in the digital signal processor 
is derived from excursions from zero of the sine 
correlator output. The amplitude information is 
complementary with the phase information and 
primarily carried by the output of the cosine 
correlator, which nominally would be essentially 
constant with time under normal signal condi- 
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tions. However, when spatial inhomogeneities in 
the refractivity are encountered along the ray 
path, interference between signal components can 
occur, leading to deep scintillations and, thus, to 
strong variations in both the received phase and 
amplitude. The analog to eq. (11.30) for the 
amplitudes is 

E (3' - 1 = 2U(v)sin&, + 4[u2(v) + v2(v) - V(v)]sinzA 
2 

(11.34) 
which for small values of E, reduces to 

AE(hb) = E - E  = EU(V)E, + O ( E , ~ )  (11.35) 

For small E,, the fringe behavior of AE(hb) with h, 
is given by the imaginary component U(v) of the 
straightedge diffraction effect and shown in Fig- 
ure 11-5. 

The accuracy of the determination of the in- 
version layer parameters from the amplitude varia- 
tions versus those from the phase depends on the 
relative precisions of the measurements aEE-l 
and o+. For the TurboRogue, a 20-ms digital 
correlation product at nominal SNR. conditions 
(6-dB antenna gain) has a value of about 50,000, 
giving a precision of about 20 ppm. Thus, the 
measurement precision is the same for both data 
types, and therefore, it is SNR-limited, about 2% 
using a 50-Hz sampling rate at nominal SNR 
conditions. An optimal estimation strategy, of 
course, would use the best from both the phase 
and amplitude measurements. 

We could also improve the determination ofh" 
by correcting for the deficiencies in the thin screen 
model as a result of the finite effective path length 
L and the finitebending angle a. For example, 
the divergence A between the radial position of the 
intersection of the incoming and outgoing asymp- 
totes and the radial position of the point of closest 
approach by the ray is given by the expression 

- 

which is about 1.9 km for dry air at grazing inci- 
dence with the Earth's limb (a = RE) and less than 
500 m for closest approach at an altitude of 10 km. 

Fresnel Diffraction From the Earth's Limb 

The imposition of the Earth's limb itself in the 
ray path results in a straightedge-like diffraction 
pattern that is offset and distorted by tropospheric 
refractivity. (See, for example, Linfield 1992, for 
a treatment of the Fresnel offset and fringe distor- 
tion caused by the Venusian atmosphere in occul- 
tation measurements of extragalactic radio sources 
made by VLBI.) The Earth's diffraction pattern 
(using the straightedge model) is readily com- 
puted from eqs. (11.10) and (11.14) and by using 
the stationary phase approximation. It is given by 

where v = ii / and ii is the stationary phase 
altitude in Fresnel units and obtained from 
eq. (11.24); E,exp[i@J provides theobserved phase 
and amplitude unperturbed by the' Earth's limb 
and its atmosphere. Figures 11-7 and 11-8 show 
the Fresnel fringe patterns in carrier phase and 
signal amplitude for the vacuum case (Y = O), 
which corresponds to the classic straightedge fringe 
pattern. The figures also show the fringes for a 
refracting atmosphere (note the change in the 
abscissa scale); these figures are offset (because of 
refractive bending) and distorted (because of the 
vertical gradient in refractive bending). Here an 
exponentially distributed atmospheric refractiv- 
ity was assumed and therefore Y is given by 
eq. (11.14). For the refracting case, the phase 
delayterm ~ ( l i ) + & & - h ~ )  2D \ ineq. (11.37)should 2 
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Figure 11-7. Fresnel fringes in carrier phase due to the Earth’s limb for two cases: (a) propagation in a vacuum 
and (b) propagation through an exponentially refracting atmosphere with geometric optics term 2nAplA 
suppressed. A scale height of 8 km and a surface refractivity of 260 have been assumed. 
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Figure 11-8. Fresnel fringes in signal amplitude due to the Earth’s limb for two cases: (a) propagation in a 
vacuum and (b) propagation through an exponentially refracting atmosphere with the defocusing factor 4 
suppressed. A scale height of 8 km and a surface refractivity of 260 have been assumed. 

be recognized as the same as 2xAp(hb)/h, where Ap 
is the residual delay from atmospheric refractiv- 
ity and is obtained from geometric optics (see 
eq. (7.27b)). This term has been suppressed in 
Figure 11-7(b). 

Figures 11-7 and 11-8 show that Fresnel 
diffraction effects from the Earth’s limb are quite 
significant and must be accounted for in the 

recovery of atmospheric refractivity. The envelopes 
(and the intervals between zero crossings) of the 
Fresnel diffracted phase and amplitude variations 
decrease asymptotically3 (see footnote next page) 
only as l / h .  Even for h = 5 km (hb = -26 km), 
which is nearly 10 Fresnel units above the Earth’s 
limb (23 in integrated local Fresnel units), the 
amplitude of the Fresnel variation on the phase is 
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1 
about 0.8 mm (with a local frequency of 5 Hz), 
which is comparable to the SNR-limited precision 

Then, using eq.(11.9), eq.(ll.10) can be rewritten 
in Fresnel variables as 

of the ionospheric-corrected, double-differenced 
- 

phase measurement. E( Ub ) exp[ iA@( Ub ) ] = (11.39) 

- I A(v)exp[i~(v)]exp[$(ub - v  
00 Fresnel Transform Techniques 1 

-m 
1+ i 

We note that eq. (11.10) (with G= 1) involves a 
well-defined Fourier transform of a modified inte- 
grand; therefore, an inverse Fourier transform 
must exist. During the occultation, if the sam- 

displacement between samples  AT of the 
stationaryphase position in the thin screen is 
small compared to the radius of the first Fresnel 

ments of the GPS signal by the LEO can be con- 

Here U b  = h b d m -  and v = h.J2/hD. 

pling interval AT is sufficiently short so that the MultiP1yingeq.(11.39)bY exp 
integrating On Ub, we obtain 

A(v)exp[iv(v)] = (11.40) 

2 
- 1-1 $ ( ~ b ) e x p [ ~ ~ ( u b ) ] e x p [ - ~ ( u b  -v)  ] dub 

zone, then the phase and amplitude measure- 

sidered to be continuous. The quantity E exp[iA$] 

00 

1 

-00 

defined by 

E exp[ iA@] = E exp[ $1 / E,, exp[ io,] (11.38) 

is the perturbation in the actual received signal 
normalized by the signal that would have been 
received in the absence of the thin screen and the 
Earth's opaque limb. Thus, E is the normalized 
variation in amplitude due to the Earth and its 
atmosphere, and A$ is the variation in phase. 

31he U(v) and V(v) functions can be written in the form 

U(V) = 
1 r 

Thus, eqs. (11.39) and (11.40) form a Fresnel 
transform pair. 

In theory eq. (11.40) is a formal solution, 
providing A(v) and Y(v) in terms of a convolution 
integral with the observed amplitude and phase 
perturbation series. In practice, the kernel in 
eq. (11.40) is slowly converging (a change of inte- 
gration variable, Ub - v = h, shows that the 
amplitude of the kernel goes as V h ) ;  so, care 
must be exercised in establishing practical limits 
for the integrations. Of course, the boundary 
conditions: E(Ub) exp[ i~#u~)]  = 1 for Ub > urnax, 
(where u,,, is the adopted cutoff in altitude), 
A(v) = 0 for v < 0 and Y(v) = 0 for v > v,,, can be 
used to preserve accuracy in the integrations. 

One can evaluate the quantization error in the 
recovered products in eq. (11.40) as a result of 

V(v) = 1 - assuming a continuous measurement sequence 
r 1 r for E(ub) exp[i$(ub)j. Here, one would use a finite 

sampling approach in conjunction with the Fresnel 
transform that is analogous to use of the 
Whittaker-Shannon sampling theorem in Fou- 
rier analysis for band-limited signals. 

and the asymptotic expansions for f(v) and g(v) are given by 

1 3 1 5 f (v)  =- --+..., g(v)=-  
2m 2 " ~  2x2vv" 2n4v7 
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Limitations in Resolution Av", = 2 /  U, (11.43) 
Spatial Band-Limiting An alternative measure is given by 

Equation (11.40) would suggest that the reso- 
lution of a refracting feature in the thin screen 
could be made arbitrarily fine, but in actuality 
that is not the case. To see this we will follow the 
approach taken in Marouf et al. (1986), where a 
delta function 6(v - v*) is introduced into the 
integrand of eq. (11.39) in place of Aexp[iY]. The 
impulse response function I is given by 

m 

AV = IIR(v,v*)~dv/lR(v*,v*)12 (11.44) 
-m 

For R(v, v*) given by eq. (11.42), this version of Av 
gives just half of the value provided by eq. (11.43), 
and is therefore a less conservative result. 

Equation (11.43) suggests that we can make 
Ah an arbitrarily small fraction ofthe radius ofthe 
first Fresnel zone just by increasing the integra- 
tion limit, u b .  But we should keep in mind the 
various approximations that have been made that 

m 

I ( U b , V * ) = l + i  1 JG(V-V*)eXp 
-m 

= -exp l + i  -(ub - v  *) "1 (11.41) 

When I(ub, v*) is then inserted into eq. (11.40) in 
place of &xp[iA$] but with a finite integration 
limit, &$,, to reflect the actual spatial limits of the 
measurement sequence4, we will not recover the 
original delta function but rather an approxima- 
tion to it that is spread as a result of the band- 
limiting arising from the finite spatial integration 
limits. The recovered impulse function R(v,v*) is 
given by 

(11.42) 
Although several measures of resolution are de- 
rivable from this result, a straightforward one is 
the span across the zero crossings of the first lobe 
of the sin(x)/x function in eq. (11.42). This quan- 
tity is 

The integration limits need not be equally spaced about 
zero. From Figure 11-7(b), differential refractive bend- 
ing would suggest that offset limits for Ub might be more 
appropriate. Here, for simplicity we keep the limits 
equally spaced. 

can degrade the resolution: the Fresnel approxi- 
mation itself, the assumption that the distance D 
is exactly known, the dual-band ionospheric cor- 
rection, and of course the representation of the 
actual signal traverse through the real atmo- 
sphere by a thin screen. The horizontal location 
and extent of a refracting feature in the atmo- 
sphere can easily be uncertain by 100 km, which 
amounts to a few percent of D. This error signifi- 
cantly impacts the resolution by altering the phase 
of the kernel in eq. (11.40); the degradation can be 
exacerbated for large values of u b .  Any effect that 
alters the phase of the kernel in an unknown 
manner can potentially degrade the resolution. 

Erroneous Fresnel Scale 

To calculate the spreading in resolution that 
results from an error, FD/D << 1, in the assumed 
value of the horizontal distance of the LEO from 
the thin screen (Figure 11-3), we use the impulse 
response function in eq. (11.41). Here I(ub,v*), 
which is considered as the true or correct response 
to the input delta function, is inserted into 
eq. (11.401, which is modified to reflect the error in 
D. Thus, the kernel is modified 

exp[-i~c(u~-v)~/21* exp[-i~c(u~-v)~/2( 1+6D/D)] 
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With this change, we obtain to first order in 
6DD the recovered impulse function 

(11.45) 
2 

"b 
- 1 exp[ g(y2(Ub - V) + (V + V * -2Ub)(V* -v))]dUb 
2 
-ub 

where = FDA). Using the definition for Av given 
by eq. (11.44), it can be shown (assuming that 
U, >> v*) that 

X 1.25~ 
2- Y A V ~ D  = - 

1-y2 z7~[xl+Y2[xl 1-y2 

(11.46) 

where x = w,. The function x/[ g2(x) + F ( x ) ]  
behaves asymptotically as l/x for small values of 
x and its mean value goes as 2x for large values; it 
reaches a minimum value of 1.25 at x = 1.02. (See 
Figure 11-9.) Hence, the optimal choice for the 
integration limits is u b  = y'; it depends inversely 
on the square root of the error in the assumed 
value of D. For the resolution, we obtain 

Ah,D 2 1.25 - (11.47) 

which is at least 125 m for 6D = 100 km. For the 
effect of other error sources on resolution, such as 
the Fresnel approximation and the effect of the 
finite RF bandwidth, the reader should consult 
Marouf et al. (1986). 

Stochastic Considerations 

We can also use eq. (11.40) to evaluate the 
expected error and the statistical correlation of 
the recovered values of A(v) and Y(v) resulting 
from thermal noise in the phase and amplitude 
measurements. Let the outputs from the sine 
and cosine correlators in the GPS receiver be 
designated by I and Q, respectively. Then E and 
6, the measurements of E and $, respectively, are 

given by 

E = [I2 + Q2Iv2 (11.48) 

tan[$-$,]= I / Q  (11.49) 

where $o is the reference phase from the in- 
receiver model. For band-limited (approximately 
10-MHz, single-sided) Gaussian white noise, the 
errors in I and Q are uncorrelated. Defining 6 E  
and 6 $ to be the resulting errors in the measure- 
ments, it follows from eqs. (11.48) and (11.49) that 
the expected values 

(6h6) = 0 (11.50) 

and that 

(FE2) = (F$2)E2 = Wo2 / Z=O A " 2  (11.51) 

where W is the single-sided bandwidth (x27c) of the 
RF spectrum, o is the noise spectral density, and 
t is the correlator averaging time.5 We can also 
treat the errors in the measurement sequences, 
6E and 66, as white-noise processes because 
t >> 2dW. From eq. (11.40) it follows that A(v) 
and Y(v) are given by 

(11.52) 

where 

Taking the variation of Y in terms of the 6 E 
and &(A$) sequences in the integrand ofeq. (11.52), 
and then squaring and taking the expected value, 
we obtain for SY(V) 

Here, o should be multiplied by -3 to compensate for the 
ionospheric delay correction, and by 2 to account for 
double differencing. 
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(11.54) 

If E is set equal to 1 and use is made of the 
stationary phase approximation for the argu- 
ments of the sine and cosine functions, we can 
evaluate eq. (11.54). Here we expand the argu- 
ment [ e ]  about the stationary phase value of 
u,,u,(v) = v + Y (v) /  n (see eq. (11.12))6 to  obtain 

where ((v) is the defocusing factor and given by 

1 
(11.56) I + n - ' w  = 

where Y'"(v) is the second derivative of Y with 
respect to v. For an exponential atmosphere Y is 
given by eq. (11.14). It can be shown using the 
stationary phase approximation that eq. (11.54) 
becomes 

where I'(X,Y) is given by 

4x r ( x , y )  = [ {8(X + Y )  + 8 ( X  - Y)}2 + { Y ( X  + Y)+ Y ( X  - Y,}2] 

(11.58) 

and where 

(11.59) 

By reciprocity, we also have, using eq. (11.12), the sta- 
tionary phase condition dcp/dhb .= 0, (see eq. (7.15)). 
From this it follows that the condition dq,,/dh, = dyr/dh 
must hold on a path of a stationary phase. 

and 

The function I'(X,Y) is shown in Figure 11-9 
parametrically in Y. When Y = 0 we obtain the 
same function that arose earlier in the discussion 
of resolution limits resulting from an erroneous 
adopted value for the Fresnel scale. 

The function I'(X,O) also applies when the 
integration limits in eq. (11.54) are equally spaced 
about Y(v). Here, X is reinterpreted as the one- 
sided spacing about Y(v). Figure 11-9 shows that 
opting for an overly large (or small) value for the 
integration limits can be too much (or too little) of 
a good thing; the "optimal" spacing about Y(v> is 1. 
However, choosing this value for X would compro- 
mise the resolution. We note from Figure 11-9 
that a kind of uncertainty principle applies to the 
band-limited resolution Avub and to ( 8 y 2 )  when 
X > 1: the larger X is, the better the resolution, but 
with poorer accuracy (on average) in the recovery 
of Y. For small X (Xel )  

(11.61) 

Thus, we gain both accuracy and resolution for 
small X by making the spacing of the integration 
limits in altitude about the point of stationary 
phase at least as wide as 2 / m  times the 
Fresnel scale d m .  Choosing a value for X 
greater than 1 might be desirable to achieve finer 
resolution a t  the expense of some accuracy, but 
our choice should be moderated by the uncer- 
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tainty in the horizontal distance of the refracting 
feature (through eq. (11.46)), by the effect of un- 
known gradients in ionospheric electron density 
(see eq. (11.75)) and by other approximations in 
this thin screen Fresnel analysis that limit resolu- 
tion. 

From eq. (11.521, we can also derive the 
autocorrelation function for Y , which is defined 
by 

It can be shown that pv is given by 

sin[nUb(v - v*)l 7c cos-(v *2 -v2) (11.63) 
xub (v - v*) 2 P, = 

Thus, the estimates of Y decorrelate for 
v-v* >> 1/LTb. Equation (11.63) should be recog- 
nized as the real part (+ub) of the band-limited 
resolution function Ru, (v, v*) given in eq. (11.42). 

Finally, using the correspondence between 
Y(v) in the thin screen model and the refractivity 
in the actual atmosphere, as given by eq. (11.3), 
we can obtain (SN2). Here, the thermal noise-to- 
signal ratio &/E corresponds to 27co,,/h, where op is 
the ionosphere-corrected and double-differenced 
phase measurement in range units. For two 
successive determinations of Y separated by a 
short-time AT (but with AT >> 2#), AY may be 
expressed in terms of N by 

AY * 1 / m N ( v ) 1 0 - 6  (11.64) 
h 
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Figure 11-9. The function JTX,Y), from eq. (11.57), versus X. 

TOPICS IN FRESNEL DIFFRACTION 105 



where a is the impact parameter (-6400 km) and 
a = b((v) = 3((v) k d s .  It follows that 

(11.65) -- 2 x 10-3 

where the last relation applies when op = 1 mm. 
Then, with the result from eq. (11.65) and assum- 
ing that the errors in the recovered refractivity 
form a white-noise sequence, we can use the same 
procedure starting from eq. (8.13) to  obtain a 
similar expression for (~+2(v)).  We will leave it 
to thi! reader to show that ( FT2 (VI) obtained by 
this Fresnel-diffractionhhin screen approacb (re- 
calling that op = opo d=) yields essentially 
the same SNR-based accuracy profile as shown in 
Figure 8-3. 

lJ2 

Dealing With the Ionosphere 

Because the correction for ionospheric delay 
involves two RF carriers with different Fresnel 
scales, the accuracy and resolution of refracting 
features in the atmosphere will be adversely im- 
pacted. Let Ah be the observed carrier phase 
residual from the kth carrier, and let A@ be the 
true phase that would have been observed in the 
absence of an intervening ionosphere. Here, ther- 
mal errors are omitted from discussion. It follows 
(see eqs. (8.67) and (8.68)) that the linear combi- 
nation of the dual-band phase data that elimi- 
nates the first-order ionospheric delay term (and 
ignoring the higher order terms) yields, in the 
Fresnel case, the condition 

where f1/f2 = 77/60, the ratio of the L1 and L2 
carrier frequencies. In a geometric optics context, 

A@T / f l  will equal A@z / f 2  and eq. (11.66) 
provides a means to  recover an ionosphere-free 
phase measurement. In the Fresnel diffraction 
approach, A@: / f and A@; / f 2  will differ be- 
cause their convolution integrals in eq. (11.39) 
involve Fresnel scales that differ by 13%. Refer- 
ring to Figure 11-3, let Ne be the integrated 
columnar electron content along a ray path be- 
tween the LEO and the GPS satellite. In general 
Ne will be a function of h and h,. Suppose Ne can 
be separated into two functions, N,(h,h,) = u(h) + 
q(hb), which might be a good representation con- 
sidering the large distances of the LEO and the 
GPS satellite from the Earth's neutral atmosphere 
and the short duration of the occultation. Here, 
u(h), which can be considered as the cumulative 
effect of the ionosphere along the ray path be- 
tween the GPS satellite and the Earth's atmo; 
sphere, and therefore behind the thin screen, can 
be lumped into the thin screen phase delay Y(h). 
Thus, 

Y k ( h ) a  Y(h)-qu(h)fk' (11.67) 

where q = 8.58 x and the units of u(h) are 
electrons/m2. For this component of the iono- 
sphere, we would carry out the convolution inte- 
gral in eq. (11.40) separately for L1 and L2 before 
applying the two-frequency correction. From the 
recovered Y and Y sequences, we would then 
form 

which would be free of the u(h) term. 
Dealing with the q(hb) term is more problem- 

atic. This term is dependent on the position of the 
LEO and is therefore embedded in the convolution 
integral in eq. (11.40). In this case eq. (11.40) 
becomes 
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inserting it into eq. (11.42), we will corrupt it by 
advancing its phase to account for the q(hb) term. 
Thus 

-- 

(11.69) 

To evaluate this integral, we expand q(hb) in a 
power series about the ionosphere-free stationary 
phase value for h,, hb(h), (see "Stationary Phase 
Path" earlier in this chapter) and we use the 
stationary phase approximation for the integral. 
Then 

(11.70) 

Letting A = 1, and carrying out the integration in 
eq. (11.69), for the change in Yk(h) due to the 
presence of the q(hb) term, we obtain 

(11.71) 

where ( is the defocusing factor. When the q" can 
be neglected, the error in Y 3  becomes 

(11.72) 

where in the last expression the units of q' are 
electrons/m2km. For q' = the resulting phase 
error is comparable to the SNR error in Y3. 

The resolution is also degraded by the pres- 
ence of the q(hb) term. To calculate its effect we 
will again use the impulse response function 
I(ub,v*) given by eq. (11.41). However, before 

and where Ub = hb d m .  Also the integration 
limits in eq. (11.42) are changed from k u b  
tofi,(v) f 0, and therefore equally spaced about 
the point of stationary phase (when E P 0). To 
evaluate eq. (11.42), E is expanded about ii,(v) as 
given in eq. (11.70). For the case where 
Q e< I ~E'/E'' I , or equivalently, I E'' I e< EQ, the 
quadratic term can be neglected. Using the defi- 
nition for Av given by eq. (11.44) and inserting the 
modified eq. (11.42) into eq. (11.44), we obtain 
after carrying out the integrations7 

X AV = le:' (&,)I- 
sin2 x 

(11.75) 

where x = I E' I 0. The minimum value of x/sin2x is 
1.38 at x = 1.17. Thus, the optimal value of 0 is 
1.17/ I&' (iib )I and 

(11.76) 

A heuristic but more intuitive method of determining the 
magnitude of Av, which avoids the above-cited integra- 
tions required by eq. (11.44), is based on the idea of 'loss 
of coherence." It is well know? in correlator operations 
that little or no additional information is gained by 
extending the integration limits past the point where the 
operands in the convolution integral lose coherence. Let 
ui be the integration point where the unknown variation 
in phase error in the integrand of eq. (11.40) has grown to  
d2 rad. Then ui is effectively the spatial band limit and 
we set Av = 2/uL. For the ionosphere error in eq. (11.69), 
we obtain Av = 4 I E' I /K. For the error in the Fresnel scale 
y2, we obtain Av = 2y. For the Fresnel approximation 
itself, we obtain Av = [2h/D11/4. 
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Equation (11.76) predicts that an unknown trans- 
verse gradient in Ne on the segment of the ray 
path between the LEO and the Earth's atmo- 
sphere of 1015 electron/m2km (see Figure 8-16) 
would degrade the resolution to about 225 m on 
the L1 carrier. The optimal integration span in 
this case would be about 4 Fresnel scales centered 
at the stationary phase point. 

When the E" term has to be taken into account, 
it can be shown that 

where 

(11.78) 
E" (ti, ) 

and where I'(X,Y) is defined by eq. (11.58). 

Correspondence Between the Thin Screen 
Model and the Real Atmosphere 

The total delay measured by the LEO arises 
from a geometric bending term, -Da2/2 (see 
eq. (7.27b), and an additional atmospheric delay 
term resulting from the reduced speed of light in 
the atmosphere. The latter term corresponds to 
the phase delay in the thin screen, yr(h,), which is 
given by eq. (11.3). From eq. (7.17), it follows that 
the correspondence between Mh,) and the atmo- 
spheric delay term is 

The proof of eq. (11.79) follows from differentiat- 
ing both sides with respect to a and using eq. (7.20) 
and the stationary phase condition in eq. (11.13). 
It follows from the Abel transform that 

h d  (11.80) 

where E = nr. Equation (11.80) enables us to 
transfer, at least qualitatively, the Fresnel 
deconvolution properties derived from the thin 
screen model to the recovered refractivity series. 

The Height of the Tropopause 

The height of the tropopause is an important 
parameter in the study of global climate change 
(see Chapter 3). Long-term monitoring of globally 
distributed tropopausal height and temperature 
variations should be valuable for studies of pos- 
sible anthropogenic global warming. This region 
is characterized by a local minimum in the tem- 
perature profile and, in some cases, an abrupt 
change in lapse rate. The discussion earlier in this 
chapter suggests that Fresnel deconvolution tech- 
niques can achieve vertical resolutions of the 
recovered atmospheric refractivity products that 
are significantly sharper than the diameter of the 
first Fresnel zone, perhaps as small as 10%. We 
can estimate the accuracy with which the height 
of the tropopause can be determined from the 
series of recovered refractivity and/or tempera- 
ture profiles. 

Using the gas law and the assumption of 
hydrostatic equilibrium (see Chapter 7), it can be 
shown (for the case of dry air only) that 

h 
1 To In ~ -- 5 ~ d h  (11.81) [::,,I= H O ho 

where H, is the local scale height of the refractiv- 
ity at  h,. At tropopausal altitudes, the tempera- 
ture is sufficiently cold (To = 210-220 K) that 
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virtually all water vapor has been wrung out; the 
residual relative abundance at these altitudes is 
less than 0.03% (in number density) on average. 
Therefore, water vapor contributes less than 0.5% 
to the total refractivity. 

For the purpose of estimating the accuracy 
with which h, can be determined, the temperature 
profile in the vicinity of the tropopause can be 
modeled, for example, by a discontinuous lapse 
rate, or by a quadratic model, such as 

1 T = To + ,T"(h,)(h - h,)2 (11.82) 

where h, is the height of the tropopause, which is 
defined in this model by the condition T'(h,) = 0. 
Although Figure 2-1 is an idealized representa- 
tion of the temperature profile, it gives a rough 
magnitude for TI' of about 1 Wkm2. The expres- 
sion in eq. (11.81) can be integrated to yield 

N(h) = No L e x p  
T(h) 

(11.83) 

Equation (11.83) can be expanded to yield, since 
(T"/2T0)(h - h,)2 << 1 near the tropopause, 

[ hiro ]exp[ -E(h-  h,) 3 

(1 1.84) 

N(h) = N,exp -- 

The unknowns, No, H, (or To), T"/2T0, and h,, are 
to  be determined in a least-squares fit to the time 
series N(h) , which is the recovered profile of the 
refractivity. 

Although calculating the covariance matrix 
from the variations of N(h) (given by eq. (11.84)) 
with respect to  the unknowns is straightforward, 
the recovered profile of the temperature provides 
a simpler way to obtain an estimate of the accu- 
racy of the recovery of h,. From Chapter 8, 
eqs. (8.14) through (8.17), it follows that the ther- 
mal errors on the temperature series are gener- 

ated by an integrated white-noise stochastic pro- 
cess. If we perform a minimum variance least- 
squares fit of dT/dh to the recovered temperature 
series over a spanned interval h, - h, about h,, it 
can be shown that the accuracy of the determina- 
tion of h, is given by 

(11.85) 

where opo is the standard deviation of the ther- 
mal error in the L1 carrier phase measurement 
over 1 s and AT is the temporal sampling interval. 
For a least-squares span of 10 km and a sampling 
interval of 1 km, eq. (11.85) predicts an accuracy 
of roughly 100 m for the determination of h,, 
which is well within the first Fresnel zone. 

We can also estimate the Fresnel diffraction 
effects that would result from an assumed tem- 
perature variation in the vicinity of the tropo- 
pause. The phase perturbation term E in the thin 
screen model (see eq. (11.11)) would be given by 

kjLo Sa(r) dh, h 5 h, 
(1 1.86) 

h 2 h ,  
dh,h,) = 

where 6a(r) is the departure of the bending angle 
profile from its nominal value due to  the change in 
the temperature profile a t  the tropopause. The 
reference phase y(h) in the screen model would be 
obtained from the nominal bending angle profile 
(see eq. (11.14), for example). If + E  is inserted 
into eq. (11.39) in place of Y, we obtain a Fresnel 
diffraction pattern that is a function of the height 
h, of the LEO, the altitude h, of the tropopause, 
and a fmctior, of the parameters in the adopted 
model for the temperature profile. We wish to 
determine the Fresnel pattern that results from 
the perturbation in the temperature profile and to 
use it to recover the values of these parameters. 
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A simple approach is to consider the tropo- 
pause as marked by a discontinuity in the lapse 
rate. Then for h < h,, h ( h )  is given by 

6a(h) = a-(r) - a+(r) (11.87) 

- 2a- dn'tdr' dn-ldr' ]dr* 

where a- = rn-(r); the + or - signs on n(r) denote 
the refractivity profile that corresponds to the 
lapse rate regime above or below the altitude h,; 
a* ( r )  is the bending that would be obtained if the 
corresponding refractivity profile prevailed over 
the entire atmosphere, and a+ ( r )  is the nominal 
bending angle profile. Therefore, 6a(r) = 0, r 2 ro. 
The details for calculating 6a(r) from eq. (11.88) 
for the case of a discontinuous lapse rate will be 
found in Appendix E. The free parameters in this 
model are Ay, which is the discontinuity in lapse 
rate, and h,. Using the stationary phase approxi- 
mation i t  can be shown from eq. (11.39) that 
Eexp[iG@], the thin screen Fresnel diffraction pat- 
tern due to 6a and E, is given by 

'0 -[ n + & m T F  - n - . \ / G T Z F F  

I 

+ v(-w+> - iu(-w+>, Ub I u; 
(11.88) 

where U(w) and V(w) are the Fresnel integral 
forms defined in eq. (11.27); their argument w is 
defined by 

(11.89) 

and where the altitudes of the stationary phase 
paths (see eqs. (11.12) and (11.13)) are given by 

w+ = (u, - G*),@& 

E'=( U + ( u b >  = Ub +D'(a+[U+(ub)l}  (11.90) 
i i - (ub)  = Ub +D'(a+[U-(ub)]  +6a[u- (ub) ]}  

Here D ' = D d m .  The quantity c'is the 
defocusing factor 

c' = [ 1 - D' da+/du]' 

6- = [ 1 - D' d(a+ + Ga)/du]' 
(1 1.91) c' = 

The quantity A- is the geometric optics phase 
delay due to 6a(r) and dh); it is given by 

A- = E@-) + kDc+(iY)6a2(u-) / 2 + O[6a3] (11.92) 

There is a caustic near r, when Ay > 0, which 
results in multiple stationary phase points below 
r,. The quantity u i  marks the point in u,-space 
where c - [ ~ - ( U b ) ]  + M; above this point there are 
no stationary phase altitudes below u,. Similarly, 
uob, where ii+ = u,, marks the point below which 
there are no stationary phase points above u,. The 
range U: < Ub < U; defines a caustic zone where 
two stationary phase points may occur below u, 
and one above. Eq. (11.39) should be evaluated by 
using all three points; accordingly, eq. (11.88) is 
still valid in this zone but it should have a third 
term appended, which is evaluated a t  the extra 
stationary phase point. 

For Ub 2 U; eq. (11.39) becomes 

+ v(-w+) - iu(-w+>, u b  2 U; 

(11.93) 
where 

w; = W+&(U,)  / &+(U+)  ( 1 1.94) 

and where the phase delay term A. is given by 

(w+I2 -(w;) 2 ]+o[w3] (11.95) 

As ub increases above u; the Fresnel forms v(w;) 
and IJ(W;) attenuate rapidly; therefore, the qua- 
dratic approximation in eq. (11.95) should suffice. 
Whenever Ayis large enough (> -1 Kkm) to  cause 
the geometric optics delay term A-in eq. (11.89) to 
grow by roughly d2 radians over a distance of 
1 local Fresnel scale, significant Fresnel modula- 
tions in amplitude and phase will result. These 
are shown in Figures E-3 and E-4 for a range of 
values of Ay. 
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CHAPTER 

SPECIAL TOPIC: RECEIVER OPERATIONS 
IN THE LOWER TROPOSPHERE 

Obtaining high-precision phase measurements 
through the lower troposphere is difficult because 
of three factors. First, the signal amplitude is 
greatly reduced due to defocusing. Second, the 
signal experiences significant acceleration in this 
region. Finally, multipath in the lower tropo- 
sphere results in amplitude and phase scintilla- 
tions. 

One of the approaches that is being considered 
and would allow tracking through this region 
involves having the receiver carrier tracking loop 
transfer from a data-residual driven loop to a 
data-plus-model driven loop. In other words, 
when the minimum altitude of the ray reaches a 
predetermined lower level, or the SNR reaches a 
lower limit, the conventional tracking loop will be 
supplemented by a model based on an expected 
variation of the integrated index of refraction with 
time. This model would have its phase, phase- 
rate, and phase-acceleration initialized by the 
values in the conventional loop. Additional lag 
channels would be used to receive multipath sig- 
nals with more than one P-chip of delay. The 
sample rate would also be increased to capture the 
full expected range of frequencies contained in the 

scintillation spectrum. These samples could then 
be analyzed by post-processing, where multiple 
passes through the data could be used to search 
for signals. 

The approach described above is obviously 
only applicable to setting occultations. In the case 
of rising occultations, we would have to begin with 
a model loop using still higher sample rates to 
accommodate the uncertainty in a model based on 
predictions of the signal Doppler and phase accel- 
eration, until the signal had been acquired by a 
tracking loop. 

This approach will help track lower SNR sig- 
nals because the final data can be extracted in 
post-processing. There is no SNR limit below 
which data cannot be gathered; that is, a complete 
record of the bandwidth being observed is ob- 
tained independent from the ability of the signal 
to track the low SNR signal. The high accelera- 
tions will be accommodated through the use of 
models to aid the tracking loop. Finally, the 
simultaneous acquisition of data from multiple 
signals originating from multipath conditions is 
accomplished by increasing the output data rate. 
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CHAPTER 

AGW 
AMD 

A0 
AOA 
ARIANE 

AS 
ASIC 

CIA 

CNES 

CT 
DIS 
DORIS 

EOS 

ESA 
FLINN 

ERS-1 

GGI 
GLIMPSE 

GPS 

acoustic gravity wave 
Applied Microwave Devices, 
Inc. 
announcement of opportunity 
Allen Osborne Associates, Inc. 
CNES-developed European 
launch vehicle 
antispoofing 
applications specific integrated 
circuit 
coarse acquisition pseudorange 
(code) and clear access 
Centre National #Etudes 
Spatiales 
computerized tomography 
data information system 
Doppler orbitography radio- 
positioning integrated by 
satellite 
Earth Observation System 
Earth Research Satellite 
European Space Agency 
fiducial laboratories for an 
international natural science 
network 
GPS geoscience instrument 
a CNES-sponsored mission 
concept 
Global Positioning System 

HIRSIB 

IGS 

IR 
IRIDIUMTM 

LEO 
LHS 
MET 
Mil. Spec. 
MKS 
MSU 
MTBF 
NRE 
NSF 

High-Resolution Infrared 
Sounder 
International GPS Service for 
Geodynamics 
infrared 
Motorola’s proposed low orbit- 
ing communications satellite 
network 
low Earth orbiter 
left-hand side 
meteorological 
Military Specification 
meter kilogram second 
Microwave Sounding Unit 
mean time between failures 
nonrecurring engineering 
National Science Foundation 

ORBCOMMTM Orbital Science Corporation’s 
proposed low orbiting communi- 
cations satellite network 

osc Orbital Science Corporation 
PDOP position dilution of precision 
Pegasus XL Orbital Science Corporation’s 

air-launched rocket for launch- 
ing payloads of -300 kg into 
low Earth orbit 

model 
PIM parameterized ionospheric 

POD precision orbit determination 
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PRARE 

RF 
RHS 
RMS 
SA 
SCR 
SDL 
SGLS 
SNR 
SST 

precise range and range rate 
equipment 
radio frequency 
right-hand side 
root mean square 
selective availability 
satellite consumption rate 
satellite design life 
space-ground link system 
signal-to-noise ratio 
satellite-to-satellite tracking 

TEC 
TID 

TIGR 
UCAR 

UNAVCO 
us0 
UTC 
VLSI 

total (columnar) electron content 
traveling ionospheric 
disturbance 
TIROS initial guess retrieval 
University Corporation for 
Atmospheric Research 
University Navstar Consortium 
ultrastable oscillator 
universal time coordinated 
very large scale integration 
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APPENDIX 

MODEL BUDGET FOR 
IMPLEMENTING A CONSTELLATION 

The cost model has two major components: 
(1) a non-recurring cost for developing the first 
single-purpose satellite flight system, including 
the ground systems to support the constellation, 
and (2) a recurring cost for manufacturing, 
deploying, operating, and maintaining a constel- 
lation of 20 to 30 microsatellites for producing 
refractivity profiles for the user community. The 
model for the baseline system is presented in 
Table A-1. Parameters are indicated in boldface 
and italic type. Computed values are in plain 
type. This “top-down” cost model shows the vari- 
ous budgetary trade-offs that are possible. The 
integrity of the individual estimates varies; some 
are based on reported contract values (such as the 
cost of a Pegasus launch) and others are program 

management estimates. The cost breakdown of 
the baseline system is presented in Figure A-1. 

The cost breakdowns for other representative 
implementation concepts are presented in Fig- 
ures A-2 and A-3. The concept represented in 
Figure A-2 assumes that the host satellite pays for 
everything except the incremental cost of integra- 
tion with the satellitehence the term “free rider.” 

The concept represented in Figure A-3 as- 
sumes that the dedicated satellite piggybacks on 
the Delta 11. Launch costs are reduced to the 
incremental cost of integration of the satellite 
with the Delta 11. To carry four piggyback satel- 
lites, the second stage of the Delta I1 may need to 
be requalified, hence the large uncertainty in the 
NRE costs for this option. 
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Figure A-1. Baseline System for a satellite system using Pegasus XL and 
deploying four satellites per launch. 

Figure A-2. Cost breakdown of free rider includes payloads for six satellites per year. 
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Figure A-3. Cost breakdown for piggyback on Delta II (four satellites per launch). 
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APPENDIX m NOTES ON THE CALCULUS OF VARIATIONS 

Stationary phase in geometric optics refers to 
how electromagnetic waves emanating from a 
point of origin A travel to the destination point B 
via a broad continuum of possible paths that 
spans (following some appropriate density distri- 
bution) the entire three-dimensional space in which 
A and B are embedded. Waves following different 
paths exhibit widely varying travel times, or time 
delays, because their phase velocities vary due to 
spatial refractivity differences and because the 
paths themselves are of different lengths. There- 
fore, the phases (modulo 27c) of nearly all of the 
waves when they arrive at  B via these different 
paths will be uniformly distributed over 27c radi- 
ans. Consequently, the waves in superposition 
will cause destructive interference or will cancel 
the combined electromagnetic disturbance at B. 
Only a special group of waves will constructively 
reinforce in superposition at  B. These are waves 
that travel along paths that lie within a narrow 
sheath about the stationary phase path (essen- 
tially only waves arriving at B from directions 
lying within a solid angle subtended by the first 
Fresnel zone). Because these waves follow paths 
that result in only second-order changes in time 
delays, they will arrive at B virtually in-phase 
and, therefore, will constructively reinforce. The 
path of stationary phase is unique because it 
represents the centroid of this sheath, which con- 

tains those paths providing constructive rein- 
forcement at  B. 

An alternative view of stationary phase is to 
consider the “number” of possible distinct paths 
arriving at B with time delays that lie within a 
small increment about a given time delay. We can 
construct the probability density distribution of 
this number versus its associated time delay. The 
path of stationary phase represents a singularity 
in this density distribution, usually, but not al- 
ways, located at a global minimum point in time 
delay. A multipath configuration represents an 
example of multiple local minima. A caustic is an 
example of a conjugate point. Within a given 
neighborhood of the stationary phase path there 
are infinitely more paths (and hence more oppor- 
tunities for reinforcement) per unit change in 
time delay than there are within a comparable 
neighborhood about a path ofnon-stationary phase. 

The calculus of variations has been used in 
Chapter 7 to derive various refraction results 
from geometric optics using the principle of sta- 
tionary phase. A sketch of the basic concepts from 
the calculus of variations is provided below. 

The calculus of variations is a branch of math- 
ematics that deals with a definite integral, or a 
functional in general, whose value depends on the 
path followed between the end points. Through 
the calculus of variations a path is found among a 
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suitably specified class of admissible or eligible 
paths. This path renders a stationary value for 
the integral. “Stationarity” has the same mean- 
ing as in ordinary calculus where setting the first 
derivative of a function to zero is used to isolate 
local minima, local maxima, or saddle points. 
Here, it means that the value of the integral when 
the optimal path is followed has no first-order 
dependence on the metric that describes the small 
differences in coordinates and slopes between a 
neighboring path and the optimal path. 

It is convenient to represent the stationary 
phase integral in a generalized parametric form: 

I = j*’ f (xi ,xi)dz 
T2 

where ( .  1 denotes differentiation with respect to 
the parameter z. The boundary conditions are 
given by 

x ~ ( z ~ ) = x \ ,  xi(zZ)=x;,  i =  1, 2, 3 (B.2) 

The problem for the calculus of variations, 
then, is to find the path, described in parametric 
form by the coordinates xi(z), that renders a sta- 
tionary value for the integral I. In the simplest 
version of the calculus ofvariations, which applies 
to the stationary phase problem, the functional 
forms for the xi(t) and their derivatives are uncon- 
strained by side conditions other than the bound- 
ary conditions and certain continuity conditions. 

For a calculus of variations problem posed in a 
parametric form, as given in eq. (B. l), the value of 
the integral I must be invariant to the choice of 
parameter t for a given set ofboundary conditions. 
The value of I must depend only on the path 
followed and the spatial environment in which the 
path is embedded. The parameter t is merely an 
indexing convenience denoting the position on the 
path; it bears no relevance to the physical prob- 

lem, and we should be able to replace it with an 
alternate parameter without changing the re- 
sults. If we replace t with q through the relation- 
ship q = q(t) and define K = f~, then the integrand 
of eq. (B.l)  becomes 

f(xi ,xi)dr=f(xi,moi)dq/K (B.3) 

where (’ 1 means differentiation with respect to q. 
For invariance to hold, it follows that not only 
must z be explicitly absent as an argument in f, 
but f must also be a homogeneous function of order 
one in the xi. This means that f must satisfy the 
condition 

f(Xi,KXi) = K f ( X i , x i )  (B.4) 

Differentiating both sides of eq. (B.4) with 
respect to K and setting K = 1 yields the equivalent 
condition 

ki f .  X i = f (B.5) 

where the Einstein summation rule on the index 
i has been used. Certainly the path delay inte- 
grand 

satisfies this condition. 
The value of the integral I for the path delay is 

clearly dependent on the choice of paths that is 
followed between x i  and x i .  We wish to find the 
path that yields a stationary value for I, which 
means that to first order the variation in the 
value of I is zero as a result of following a neigh- 
boring path that is close to the stationary phase 
path. Let the parametric representation of the 
stationary phase path X be denoted by the coordi- 
nates xi(t). Let the small differences in coordi- 
nates and slopes between a neighboring path and 
the optimal path be denoted by 6xi(z) and 6 xi(t) as 
shown in Figure B-1. The functional forms of the 
variations 6xi(t) are arbitrary, other than being 
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required to vanish at the end points. Also, we 
assume that f(xi, xi) is a well-behaved function, 
typical of those found in most physical problems; 
thus, we assume that the xi(z) are at least piece- 
wise continuous along the stationary phase path. 
The same continuity conditions apply to 6xi(z), 
Then, a necessary condition for the integral I in 
eq. (B.l) to take on a stationary value, with re- 
spect to the values of I obtained from following 
any other admissible neighboring path satisfylng 
the boundary conditions, is that its first variation 
must be zero. This is obtained by expanding 
f(xi, xi) in a Taylor’s series in powers of 6xi and 
6 xi and integrating each term over the reference 
path. The change in I as a result of following the 
alternative path is given by 

1.1 in eq. (B.8) must be zero at every point along 
the optimal path, provided that the operation 
d(fkj )/dr is admissible (see below). For if [ *  I were 
not zero, even over a very small but finite interval 
on we could find a corresponding variation 
6xi(z) over that interval that would render 61 
either positive or negative; this would violate the 
proposition that I assumes a stationary value 
when the path defined by Z‘is followed. Thus, the 

i 
x2 

X 1 

)T 

‘2 

AI = [ fxi6Xi +fki6Xi]ds+0[6xi(r),6Xi(r)~ 
‘1 

(B.7a) 

where the symbol O[ l2 denotes those integra- 
tions involving second- and higher order terms in 
the variations of xi(z) and xi(z) and their cross 
products. We assume that the magnitudes of 
6xi(z) and 6xi ( 2 )  can be made sufficiently small so 
that the second- and higher order terms can be 

safely ignored relative to the first-order terms. 
The first variation 61 includes only the first-order 
terms in 6xi(z) and 6xi (z) and is given by 

‘1 

Here, the arguments of the partial derivatives 
of f, f ,i , and fki are evaluated on the reference 
path. Integrating the second term by parts and 
invoking the boundary conditions that 6xi(z,) = 
6xi(z2) = 0, we obtain 

For I to assume a stationary value, it follows 
that 61 must be zero for all admissible paths 
neighboring the path of stationary phase; other- 
wise, we could find a neighboring path that would 
provide a first-order change in the integral and, 
hence, a smaller or larger value for the integral. 
Inasmuch as the 6xi(z) and their derivatives are 
not restricted for the stationary phase problem by 
additional constraints, their functional forms are 
quite arbitrary other than their values being 
required to vanish at the end points; also their 
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must be satisfied at all points along the stationary 
phase path (except possibly those points where 
the second derivatives do not exist). The equa- 
tions used in eq. (B.9) are the famous Euler equa- 
tions and are necessary conditions for the path to 
provide a stationary phase value for I. 

The differentiation by parts to convert 
eq. (B.7b) to eq. (B.8) requires that the second 
derivatives of xi exist so that the operation d(fki )/ 
dr is valid. Equation (B.8) implicitly assumes that 
xi are at least piecewise continuous and requires 
the customary care in defining the right-hand and 
left-hand limits around a discontinuity point in 
xi(7). If the xi are piecewise continuous on the 
path of stationary phase, their discontinuities 
must satisfy certain continuity conditions, which 
in the calculus of variations are known as corner 
conditions. Integrating the first term in eq. (B.7b) 
by parts does not involve any differentiability 
assumptions on the xi. Carrying out this integra- 
tion and invoking the boundary conditions where 
6xi must vanish at the end points obtains 

Since the functional forms for the 6xi are 
arbitrary-ther than subject to the constraint 
that their integrals must vanish at the end points- 
and since they have been assumed to be at least 
piecewise continuous, we conclude, using similar 
arguments to those used in eq. (B.9), that if 61 is to 
be zero the bracketed term [ I in eq. (B. 10) must 
be invariant with r and, indeed, can be at most a 
constant. Therefore, we obtain the conditions 
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where the Y’s are constants along the path of 
stationary phase Z’ From eq. (B.ll), we obtain 
the continuity conditions that must be satisfied 
by 8, namely, the f,i must be continuous at all 
points on 8, even at points of discontinuity in xi . 
The integral version of Euler’s equations in 
eq. (B.ll) is more general in the sense that it holds 
at all points on 8, even at points where the second 
derivative of xi may not exist and therefore 
at points where the differentiation operation 
d(fki )/dr may not be valid. These conditions may 
be used to derive Snell’s refraction law at corners 
of where the slope is discontinuous as a result 
of n(x,y,z) being discontinuous. 

Applying eq. (B.9) to the path delay integrand 
in eq. (B.6) gives the set of differential equations 
that in conjunction with the boundary conditions 
must be solved to yield the path of stationary 
phase. We obtain in vector form 

d(nT) = Vn (X’ + y’ + z’): (B.12) 
dz 

where T is the unit tangent vector to the path and 
given by 

(B. 13) r - _  iX + j y  +kz T =  I -  

(X’ + y’ + Z’)’ lrl 

Without loss ofgenerality (because ofthe homo- 
geneity property of f = n(x,y,z)Jir2+j.2+i2 
given by eq. (B.4)), we can set the parameter 
requal to arc length “s” along the path and 
eq. (B.12) becomes 

-=Vn d(nT) (B. 14) 
ds 

From differential geometry, the radius of cur- 
vature vector 9 ( r )  of a point on a path at the 
position r is given by 



dT Integrating the second term in the integrand 9 
9, ds (B*15) by parts and using eq. (B.17) (since both paths 
- -  - -  

must satisfy Euler's equations), we obtain 
from which it follows that eq. (B.14) becomes 

AI = [(f - Xi fii )At + f;Ci Axi ]I + O ( A 0  5? t2 
9 2  (B.19) 

n- = Vn-(Vn.T)T (B. 16) 

which is identical with eq. (7.3b). 
Suppose now that the right-hand end point of 

8is moving at  a velocity given by the vector V. 
After a short-time interval Ab the end-point 
coordinates will have been displiced by a small 
amount Ax1(t2) as shown in Figure B-2. Now there 
are two stationary phase paths starting from the 
point xi(tl); the small separation in coordinates 
between them at a specified time t is denoted by 
the quantities 6Xi (t). At time t,, it follows from 
Figure B-2 that Axi(t2) and 6xi(b) differ because of 
the slopes Xi at t2 and are related by the conditions 

However, because of the homogeneity prop- 
erty off in eq. (B.5), the coefficient of the A t  term 
in eq. (B. 19) is identically zero, which corresponds 
to the fact that the path delay integral does not 
depend explicitly on time. Note also that AI in 
eq. (B.19) does not depend to first order on the 
coordinates along the stationary phase path fol- 
lowed to reach the end point, but only on condi- 
tions at the end points, which follows from the 
stationarity property of k? By dividing eq. (B. 19) 
by At2 and taking the limit, we obtain the time 
derivative of the stationary phase, i.e., the Dop- 
pler, which depends only on current end-point 

sXi(t2) = Axi(t2) - Xi At2 + O(A<), i = 1 ,  2, 3 positions and velocities. Using eq. (B.6) for f we 
(B.17) obtain 

The change in the stationary phase integral as 
- =  d1 n(r)T.V (B.20) dt 

t 2  Upon applying eq. (B.20) to both ends of the 
Doppler expression in eq. (7.7) is obtained. 

t 1 As a cultural aside for those determined 
readers who have toughed it out this far, it should 
be noted that for a generalized f, the partial 
differential equations obtained from eq. (B. 19) by 
identifying dI/&, with the coefficient (f - xi fk i )  
and dI/dx; with f,i, form the basis for the 
Hamilton-Jacobi equation. This equation 
describes the behavior of the stationary value of 
I(x, y, z), which is here considered as a function of 
its right-hand end point only, over an entire 
region in (x, y, z) space within which a three- 

ing from the point (xl, yl, zl) is embedded. For the 
path delay prgblem, I(x, y, z) becomes the phase 

a result of this end-point displacement is 

AI = [ fx iFx i  +fki6xi1 dt +[fAt]lt, +O(At$) 

(B. 18) 

i 
X 

A 

i 

At2 
X1 

I 1 1  
I 1 1 )  parameter family of stationary paths, all originat- 

t l  12 
time 

Figure 8-2. Transversality condition. 
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delay associated with a geometric wavefront at 
the point (x, y, z). 

In the Hamiltonian formulation of the calcu- 
lus of variations, a generalized momentum vector 
p, which is canonically conjugate to r, is intro- 
duced through the defining relationship 

pi = fxi (B.21) 

from which we can functionally express the x i  in 
terms of the coordinates xi and the momenta pi (if 
the determinant If kikij 1 is non-zero, which holds 
for most physical problems). For the phase delay 
integrand given in eq. (B.6), it is easily shown that 

p = nT (B.22) 

which is the “momentum” vector for the ray. It can 
be shown that the Hamiltonian function, defined 
by H = xi fki  - f , is given for the phase delay 
integrand in canonically conjugate position and 
momentum coordinates by 

and that Hamilton’s equations form a double set of 
first-order differential equations that are equiva- 
lent to the second-order Euler equations and de- 
scribe the positions and momenta of the station- 
ary phase path given by 

Finally, upon noting that pi = aI/dxi, the 
HamiltonJacobi equation for this case becomes 

(”)z + (”7 +( ”)’ aZ = n2(x,y,z> (B.25) ax a Y  

This is known as the eikonal equation and must be 
satisfied by the phase of a wavefront passing 
through a refracting medium. 

The HamiltonJacobi partial differential equa- 
tion generally forms a field-theoretic basis for a 
number of powerful and computationally inten- 
sive numerical techniques that with the advent of 
high-speed computers are used for solving physi- 
cal problems that can be couched in terms of some 
stationarity principle. These techniques (e.g., 
Dynamic Programming) provide not only a single 
optimal path and the stationary value of its asso- 
ciated integral but an entire field of such paths 
and integrals corresponding to essentially a con- 
tinuum of boundary values. It is also a short step 
(but a long philosophical reach) from the eikonal 
equation in eq. (B.25) to Schroedinger’s equation 
in quantum mechanics. 

Snell’s law can be obtained by forcing the 
stationary phase path to intersect a surface on 
which the index of refraction is discontinuous. 
This is the so-called boundary intercept problem 
in the calculus of variations. In Figure B-3, the 
stationary phase integral is broken into two seg- 
ments. The right-end point of the left-hand seg- 
ment is free to move along the boundary surface S 
and, therefore, the left-end point of the right-hand 
segment must do the same. For I to have a 
stationary phase value, not only must Euler’s 
equations be satisfied along both path segments, 
but the first variation of I caused by any displace- 
ment along the boundary surface must be zero. 
Let the surface S defining the discontinuity bound- 
ary for n be given by 

S(X, y, z) = 0 (B.26) 

Then, the normal vector N to the surface at the 
position F = (st, i;, Z) is given by 

vs  N = -  
I VSI (B.27) 
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Figure B-3. Boundary intercept problem. 

Following the same end-point variation proce- 
dure as before but applying it to both 8'- and 8'+, 
the first variation of I is given by 

(B.28) 

Using eq. (B.6) for f, eq. (B.28) becomes in 
vector form 

Since the vector F is constrained to lie on 
the surface S, it follows that the vector 6i is 
constrained to lie in the tangent plane to S at  the 

position T; (otherwise, the first variationof S would 
not be zero). Since the vector F 7 may assume an 
arbitrary value within the tangent plane, it fol- 
lows that the vector [n(F)-T- - n(@T+l must be 
perpendicular to the tangent plane, hence the 
relation 

which is Snell's law. 
Snell's law can also be obtained from the 

continuity conditions on 8' as given in eq. (B.11). 
At the point of discontinuity in n, relax the discon- 
tinuity by allowing n to have a very large but finite 
gradient vector Vn over a short distance a t  the 
position F across the surface S, which by the 
definition of S must be in the direction of N. 
Applying eq. (B . l l )  to 8on both sides of the jump 
in n and taking the difference obtain 

+ + 
n(i=)+T+ - n(F)-T- = jVn(r)ds = N JlVnlds 

- - 

(B.31) 

from which we again conclude tha t  
[n(F)+T+-n(r')-T-] must be perpendicular to the 
tangent plane of S at  F. Taking the cross product 
of eq. (B.31) with N yields eq. (B.30). 
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APPENDIX 

COMMENTS ON THE USE OF 
THE ONION SKIN MODEL 

In ray tracing through the layered “onion 
skin” model, intralayer ray path curvature should 
be taken into account if an efficient, discrete 
approximation of the continuous case is to be 
achieved. The recovered profile of refractivity 
values will be corrupted by granulation effects 
unless an accurate method is used. One simple 
technique is to assume that the gradient of the 
refractivity remains constant within a layer. In 
this case, we can invoke the condition of continu- 
ity in refractivity across the boundary of each 
layer, but must allow a stepwise change in its 
gradient at  the boundary. In this scheme, Snell’s 
law need not be applied at  all since the bending is 
obtained from a path integral of the curvature 
term, eq. (7.3b), within each layer. This approach 
is in contrast to one in which the refractivity is 
assumed to be constant within each layer but 
allowed to change discontinuously at the bound- 
aries of the layers. Here, Snell’s law is applied 
across each boundary, but the intralayer ray path 
segments are straight lines. This latter approach 
requires a much finer layer thickness and, there- 
fore, a much larger number of layers. 

The diflerence in efficiency between these two 
techniques can be seen by applying a spherically 
symmetric, exponential atmosphere, eq.(7.24), to 
each. A locally straight-line approximation1 of 
the actual ray path is used for the purpose of 

evaluating the relative rates of convergence of the 
two techniques to the desired precision. The 
atmosphere is composed of m layers, all of equal 
thickness in height, Ah. In the case of a ray that 
is just grazing the Earth’s surface, the total bend- 
ing angle a of the ray path is given for the constant 
gradient approach by 

m Sk+l 
106a(Ah) = 2 c [(T x VN)ds 

k = l  sk 

where Ah is the thickness of the layers and where 
Sk is the arc length to the kth layer, with so = 0 
corresponding to the midpoint of the ray path. 
The arc length using the straight-line approxima- 
tion can be approximated by Sk = d m ,  
where R is the radius of the Earth. The quantity 
No is the surface refractivity. 

In the actual ray-tracing algorithms the local deflection 
of the ray path from the direction of its reference straight 
line, as well as its curcature, s h d d  be taken into account 
to preserve computational accuracy. Here, for the pur- 
pose of comparing the rates of convergence of the two 
formulations to their respective limits, a straight-line 
approximation is sufficient. Also, small corrections aris- 
ing from ccsine effects are omitted here. 



On the other hand, for the constant refractiv- 
ity approach a is given by 

E Z ~  m N  LAhexp(-X)[--) kAh R 
H k=l  

where Aak is given by %ell’s law at the kth 
boundary, eq. (7.6b), and 8 is the angle of incidence 
of the ray with the normal to the boundary sur- 
face. 

The rate at which these two forms for a con- 
verge to the “true value” of 1 0 - 6 N , J m  (see 
the first-order expression for a given by eq. (7.25a)), 
as Ah approaches zero, is shown in Figure C-1. 
Equation (C. 1) achieves a 1% computational pre- 
cision for a layer thickness of about 1 km, whereas 
eq. (C.2) requires a layer thickness of about 1 m to 
achieve the same precision. 

10.0 1 .o 0.1 0.01 0.001 0.0001 

LAYER THICKNESS, km 

DNlON SKIN MODEL 
Computing Refractive Bending) 

m: 
Constant lntralayer Refractivity: 

a(Ah)=N,,&i% J(Ah) 

GaSG2 
Constant lntralayer Refractivity Gradient 

a(Ah)=N,,= K(Ah) 

H = mean scale height of refractivity = 8 km 
R radius+ of Earth = 6400 km 
a = total refractive bending 
N, = surface refractivity x 10-6 

Ah (km) J’ K‘ 

Figure C-1. Required layer thickness to achieve a given precision using Snell’s law at layer boundaries (J) or 
using ray-path curvature within the layers (K). 
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COMMENTS ON SECOND-ORDER IONOSPHERIC 
EFFECTS USING AUNIFORM SHELL MODEL 

The Uniform Shell Model 

Here, we assume a uniform spherical distribu- 
tion for the electron distribution in the ionosphere, 
which is given by 

Ne , h, - 0 / 2  I h 5 h, + 0 / 2  

otherwise 
n,(W = { (D. 1) 

where Ne is the total integrated electron density 
along a local vertical with nominal values in the 
range of 0.1-30 in units of 1017 electrons/m2. Also, 
h, is the mean altitude of the shell, and CJ is its 
width; values for the latter two quantities are 
nominally in the range of 100-400 km. In reality 
these bulk parameters of the ionosphere depend 
upon a number of variables: e.g., the diurnal 
phase, solar cycle phase, sunspot and solar flare 
activity, and geographical location. 

The uniform shell model is a valuable 
qualitative tool for assessing the magnitude of 
various ionospheric effects. It is more applicable 
to vertical soundings than to limb soundings 
because of inhomogeneities in electron density 
incurred along the tangential path in the limb- 
sounding case. This model effectively coilapses 
the transverse gradient feature of a more realistic 
model (such as the PIM ionosphere shown in 
Figure 8- 15) to the boundary surfaces where Snell’s 
law applies. It follows from Snell’s law and 

Figure 8-15 that the total bending angle at the 
LEO for this model, ignoring the Earth’s magnetic 
field, is given through second order by (Fa 
is positive in a counter-clockwise sense in Fig- 
ure 8-15) 

- cot3 e - cot3(0 - $I)] 
where 8 is the angle between the incident ray and 
the local horizontal of the ionospheric surface at 
the altitude h, + 0/2; for an altitude h,, 8 is given 
to a good approximation by 

(D.3) 

where RE is the radius of the Earth. The angle 
0-@ corresponds to the inner boundary of the shell 
(at analtitudeof h,-o/2). Fromeq. (D.2)itfollows 
that the second-order effect on the bending angle 
is of the order of a nanoradian times NE , multipled 
by some potentially significant geometrical fac- 
tors, particularly so when h, and o are small. 

From eq. (8.2) the Doppler error at the LEO is 
given by 
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Application of the two-frequency algorithm in 
eq. (8.74) will eliminate the first-order term in 
eq. (D.2) but not the second. In fact, if we define 
p3 as the linear combination of p1 and pB defined 
in the LHS of eq. (8.66), the residual error in the 
ionospherically corrected Doppler, 03, is given by 

(D.5) 

and corresponds to the bending term (sixth term 
on the RHS) in eq. (8.74). 

It is noted that 603 is a kind of group delay 
rate; therefore, it carries inherently the opposite 
sign of b . To a good approximation, it is given by 

For CJ = 200 km and ho = 300 km (the length 
unit to  be used in eq. (D.6) is the meter), eq. (D.6) 
yields a second-order Doppler error after the two- 
frequency correction of 6 p 3  = 0.002N: mm/s, 
which can exceed the nominal SNR-based L3 
Doppler error for large Ne. Moreover, for low 
altitude ionospheric layers, the E layer for ex- 
ample, where typical values of CJ and ho may be 
-100 km (which corresponds to a large gradient in 
refractivity normal to the ray path and a nearly 
tangential ray path), 6 03 can be an order of mag- 
nitude larger for the same Ne. 

Another second-order effect, which is easier to 
deal with than the direct ionospheric second- 
order effects on Doppler, is the deviation A in the 
neutral atmosphere (A = z(0) in Figure 8-15) that 
arises from the L1 and L2 path splitting. This 
results in different refractive bending angles for 
L1 and L2 because of the vertical gradient in 
refractivity in the neutral atmosphere; hence by 

eq. (8.2), we measure a different Doppler from 
that obtained from the straight-line path (z = 0). 
Using the model in eq. (D.l) with eq. (D.2) we can 
show that the first-order term in A is given by 

which is typically of the order of 10Ne meters. The 
quantity A should be implicitly accounted for in 
the occultation data analyses; the integral inver- 
sion and ray-tracing algorithms should include 
ionospheric effects on the altitude of the ray paths 
through the neutral atmosphere. The second- 
order term in A is typically less than 1 m, which 
need not be further considered here. However, the 
change in Doppler from the first-order value for A 
given in eq. (D.7) will be proportional to f 2 p r o -  
uided that the variations in the neutral atmo- 
spheric bending caused by a non-zero value of A 
are in the linear regime. The application of 
eq. (8.74) to the L1 and L2 Doppler measurements 
effectively eliminates the first-order atmospheric 
Doppler effects resulting from the deviations A,, 
and AL2 from the z = 0 line and, therefore, elimi- 
nates them in recovering the neutral atmosphere 
refractivity. The second-order term from the neu- 
tral atmosphere using an exponential model is 
given by 

where H is the local scale height of the refractiv- 
ity. This results in a second-order error in the two- 
frequency corrected Doppler of 
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which for nominal values for H and h, yields 
a second-order Doppler effect of about 
loo N%itrnos m d s .  Thus, even in the upper 
atmosphere, this second-order term caused by L1 
and L2 path splitting in the neutral atmosphere 
should be accounted for when Ne is large. In this 
case, apply a differential correction for A using the 
local refractive gradient for the neutral atmo- 
sphere. 

The ionosphere is the limiting error source for 
temperature recovery a t  high stratospheric alti- 
tudes where the signature of the neutral atmo- 
sphere is weak. The resulting second-order errors 
in the two-frequency correction translate into a 
residual Doppler error profile for the occultation 
event, which can then be inserted into eq. (8.3) and 
numerically integrated to obtain the effect on 
6N(h) and on 6T(h) through eq. (8.14). For a 
constant ionospheric-induced error on the mea- 
sured Doppler, it follows from eqs. (8.21) and (D.6) 
that at an altitude in the neutral atmosphere of 
40 km, the resulting error in the recovered tem- 
perature 6 T due to uncorrected second-order iono- 
spheric effects, is approximately 0.6 W m d s  Dop- 
pler error, or equivalently 

2 
ST=+O. l  (K) [a7 [T] [y] 6340 km 

(D.lO) 

This can grow to several kelvins when high 
gradient conditions in electron density prevail at 
low ionospheric altitudes. Hence, the utility of 
using strategies that reduce the effect of second- 
order ionosphere errors on the Doppler measure- 
ment to below 1 m d s  is very high. 

Clearly, the complexity of the actual iono- 
sphere will result in more complicated expres- 
sions for second-order effects than our simple 
uniform shell model has provided. Simulations 
are helpful in this regard. Nevertheless, having 

realistic values for the bulk parameters of the 
ionosphere as provided by Ne, CT, and h,, which 
give a measure of the mean transverse electron 
density gradient within the ionosphere and its 
extent along the ray path, provides good qualita- 
tive estimates of the second-order effects. They 
also can provide an estimate of the residual errors 
after some second-order correction strategy is 
applied in terms of the remaining uncertainties in 
the estimates of these bulk parameters. 

Mitigation Strategies for Second-Order 
Ionospheric Effects 

A number of techniques for attempting to 
correct for the second-order effects in GPS appli- 
cations have been discussed in the literature. 
(See, for example, Gu and Brunner 1990; Brunner 
and Gu 1991; Yunck 1991; Bassiri and Hajj 1993; 
and Chapter 8 of this publication.) The local 
ionospheric models can be improved by using the 
two-frequency carrier phase and P-code 
pseudorange measurements prior to an ingressing 
occultation (or after an egressing one) to probe the 
ionosphere. By obtaining from the LEO observa- 
tions the accurate temporal profiles of Ne in sev- 
eral directions and coupling these with other pro- 
files that are nearby spatially and temporally, 
including those taken from ground tracking with 
the GPS global network, a useful estimate of the 
locally overlying ionospheric structure can be ob- 
tained. 

The effect of the ionospheric-induced diver- 
gence in ray paths also can be partially compen- 
sated by sampling the L1 and L2 phases at  slightly 
offset observational epochs to minimize the differ- 
ence in second-order effects. We can obtain a 
rough estimate of the required magnitude of the 
offset by using the uniform shell model. The 
principal value for the rate of change of the total 
ionospheric bending angle is given by the first- 
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order term 
312 

%on0 = . - 2qNe 6,[2] (D.l l )  f  RE 
where 6, is about +1 mrad/s during an occulta- 
tion. The residual second-order error in the 
bending angle after applying the two-frequency 
algorithm is 

2 
6a3 = -L [ET [%] (D.12) 

ORE 

If an offset of +W2 is applied to the L1 phase 
measurement epoch and 4 t / 2  is applied to L2, we 
obtain the desired offset that nulls the second- 

order ionospheric effect (for the uniform shell 
model) 

which for the nominal values of h, = 300 km and 
o = 200 km, is about 12.5Ne ms. Of course, over 
the 12.5Ne ms interval, the L1 and L2 rays will 
have split in altitude in the neutral atmosphere at 
closest approach by an amount of 37.5Ne((a) m 
about a mean altitude; this should be accounted 
for by using the rate of change of the local refrac- 
tivity gradient of the neutral atmosphere if the 
splitting becomes unacceptably large. 
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MISCELLANEOUS DERIVATIONS 

Equations (7.17) and (7.20) 

In polar coordinates the integral for the re- 
sidual delay may be written as 

I = Jn(r)d1+r28'2dr (E. 1) 

where I is to be made stationary with respect to  
e(r). The Euler equation from the Calculus of 
Variations yields a constant of integration 

nr2e1 4- = "Or, = a 

It follows that 

0 
nyr I'J 

The bending angle a is given by 

00 m 

Now x is given by 

m 
d(nr) 
4- x = 2aJ 

a n r  n r  

Therefore, a is given by 

m 

which is eq. (7.20). Alternatively, from Snell's law 

where 
the local normal and, therefore, tan y = re'. 

eq. (E.3) as 

is the angle of incidence of the ray with 

Equation (7.17) is obtained by rewriting 

1 d(n2r2) - 2r2nn'dr I=-! 
2 Jm- n r  -a  

=J."I"-."-j (n2r2 - a2 + a2)n'dr 
n Jm n r  -a 

(E.8) 

and noting that the last integral above is just a a  
when the appropriate limits are applied. 

Equations (7.25a), (7.25b), and (7.26) 

To obtain eq. (7.25a) from eq. (7.20) with an 
exponential refractivity distribution as given by 
eq. (7.24), we use the fact that the Earth's atmo- 
sphere is thin, i.e., a/-%? 2 N o m  << 1 and, there- 
fore, a straight-line approximation for the ray 

APPENDIXE 139 



should provide moderate accuracy. Moreover, let 
L be defined as the characteristic length of the ray 
path within the atmosphere, typically a few hun- 
dred kilometers for the Earth. Then another 
approximation uses the fact that L/a << 1. Also, 
since No << 1, we can replace n with 1 and ro with 
a. With these approximations we obtain 

- 
to obtain a more accurate expression for a that is 
good to the first order in 0. Using eq. (E.14)) it can 
be shown that 

Carrying out the integrations we obtain 
n r) 

SL XL 
2a 2 

r k ro +- = ro +H-, x = s / m  (E.9) 

where s is arc length along the ray path. Replacing 
r with s in eq. (7.20) we can show that 

and, therefore, that a is given to zeroth order in 0 
by 

exp[-x 2 /2]dx = p N ( r , )  
H 

(E. l l )  

We can improve on this by incorporating ray 
path bending in the form of a small departure z 
from the straight-line path. Now 

z(0) = z'(0) = 0 (E.12) d2z - . d a  
s - d s '  

and it follows that an expression for z to first order 
in p is given by 

2 
(E.13) X 

= pHT+.- 
With this expression for z, we can replace r in 
eq. (E.9) with 

2 

2 
(E.14) X r = ro + H - - z 1 

140 APPENDIX E 

a1 = , /TN(r , ) [ l+(&-  2na Up] (E.16) 

The expression for z1 can be used to obtain a 
second-order expression that is given by 

-xJ X (2epX' - e -x'2/2)dx'- e -XI 2 +e-x' 2/21 

0 

which, in turn, can be used to obtain a second- 
order expression for a 

a2 = ,/$N(r,)[ 1+ (& - Up + 0.2Sp2] (E.18) 

Equation (8.66) 

Here we assume that the ray path has small 
excursions from the x axis, and that yI2 << 1. In 
this case the simplified Euler equation for y is 
given by eq. (E. 12)) with x replacing s and with the 
boundary conditions: y(0) = 0, y(RLG) = 0. The 
solution is 

(E.19) 

and at x = RLG, y' is given by 



We can think of RL, as a variable that gener- 
ates a one-parameter family of stationary phase 
ray paths that all start from x = 0 on the x axis and 
intersect the x axis at  the point (0,x). From the 
transversality condition in the Calculus of Varia- 
tions (see eq. (B.l9)), the change in the stationary 
value of the delay integral as a result of moving 
the right-hand endpoint of the ray path along the 
x axis from the point (0,O) to (0,x) is given by 

I 
t 

I 

1 
2 

X X 

AI = n(x"o) dx'k jn(x',0)(l--y'2)dx' (E.21) 
0 4G-p 0 

where y' is the slope of the ray path intersecting 
the x axis a t  the point (0, x) and given by differen- 
tiating eq. (E.19). The integral in eq. (E.21) is 
known in its general form as the integral formula 
of Weierstrass. 

Equation (E.21) gives the difference in values 
of the delay integral obtained from following the 
actual stationary phase path versus that obtained 
from following the straight-line path along the x 
axis. Notice that the difference is second order in 
y', as it must be if the ray path is a path of 
stationary phase, and that the delay along the 
true ray path is less than that obtained in follow- 
ing the path along the x axis. Setting x = RL, in 
eq. (E.21) and using eq.(E.20) for y', we obtain 

(E.22) 

For small excursions of the ray path from the x 
axis, the term an/& can be evaluated on the x 
axis; for better accuracy it should be evaluated 
along the ray path. 

Equations (1139) and (11.40) 

The Fresnel transform pair is obtained by 
multiplying eq. (11.39) by exp[-(in/Z)(ub - v ' ) ~ ]  
and integrating on Ub to obtain 

The last integral in eq. (E.23) is 

where 6(x) is the Dirac delta function. Equa- 
tion (11.40) follows from this transformation. 

Equation (11.46) 

The resolution Av is defined by eq. (11.44) 
where R(v,v*) is the recovered impulse function 
defined by eqs. (11.41) and (11.42). Using the 
expression for R(v,v*) given in eq. (11.45), the top 
integral in eq. (11.44) is given by 

However, the last integral is given by 

(E.26) 

Therefore, 
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m 

ub IIR(v,v*)rdv = - 
-00 y2 - 1 

From the assumption of hydrostatic equilib- 
rium and the use of the perfect gas law, we have (E*27) 

1 1 Now R(v*,v*) becomes dp - - H i  = H i  +y, Hi1 = pg/kT (E.30) 

Let the temperature vary linearly with altitude 
and be given by 

P dr 

(Ub -V*)2)]dUb 

G y[g:(Ub) + iy(ub)], v* << Ub (E.28) 

By multiplying eq. (E.28) by its complex conjugate 
and combining with eq. (E.271, we obtain the 
result given in eq. (11.46). 

T = To [1+ y(h - h,)] (E.31) 

Insertingeq. (E.31) into eq. (E.30) andintegrating, 
we obtain for the density 

Equation (11.87) 

The thin-screen model mimics the propaga- 
tion effects of the actual atmosphere on the signal 
by assigning a profile to the phase terms y(h) and 
E(h), embedded in the thin screen, that attempts to  
achieve the correct geometric optics phase delay 
and doppler observed by the LEO. The reference 
phase term y(h) is derived from the nominal 
bending angle profile through the stationary phase 
condition. The perturbation term E(h) is similarly 
derived through eq. (11.86), where 6a(r) is the 
departure from the nominal bending angle profile 
due to some sort of refraction anomaly in the 

ln[l+ y(h - h,)], Hi t  = Hi: + y 

(E.32) 

where p, is the density at  h,. If we assume that 
N = N,p/po, eq. (E.32) can be used in eq. (E.6) to 
obtain a modified expression for a that explicitly 
contains terms in yHpo. Using similar approxi- 
mations that were used to derive eqs. (E. l l ) ,  
(E.16), and (E. IS), we can expand in a power series 
in p and in yHpo to obtain 

2na 3 - N(r,) I+ 0.4@ + -(yHp,) + 0.28p2 
a=&po [ 8 

] (E.33) 
atmosphere. For a spherically symmetric atmo- 7 

128 
+ 0.37p (yHpo) - - (yHpo ) + . . . sphere with a single boundary across which a 

discontinuity in the refractivity or in one of its 
derivatives occurs, eq. (11.87) provides an inte- 
gral relation that yields 6a(r). For the case of a 

Defining K by 

1 aa 
aHpo aY (E.34) discontinuous lapse rate, we need to develop an 

explicit form for 6a(r). Let a[r,y] describe the 
K=-- 

bending angle that would be observed if y were 
constant throughout the atmosphere. Then from 

one obtains 

We need an expression for a[r,yl and for the 
integral differences in eq. (11.87). 
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For the tropopause, K has a value of about 0.39 for 
y= 0. To obtain an explicit expression for 6a(r) we 
linearize a[r,y+] - &,y-] using the form 

I 

aCr, y’l - a[r, y-I aK(AyHpo 1 (E.36) 

and we use similar approximation techniques to 
evaluate the integrals in eq. (11.87) that were 
used to obtain eq. (E.11). It can be shown that to  
zeroth order in p one obtains 

I 
i 
I 

6a(h) = (AyHpo) a-(r,) K + - + - F(o) [( 3f 2) 

(E.37) 

where F(o) is given by 

F(o) = exp[a2][1-erf[ol] (E.38) 

and (T is given by 

(E.39) 

The phase perturbation E(h) follows from 
eq. (11.86), which can be expanded to yield 

endpoint of the integration where the variation of 
the argument is minimal. One expands the argu- 
ment in a Taylor series about the stationary point 
or the endpoint, retaining only terms through a 
quadratic; the resulting integrals are then 
expressable, in the case of eq. (11.39), in terms of 
Fresnel integrals. 

When the gradient of 6a(r,) is sufficiently 
positive, it creates a caustic surface below ro, 
which results in multiple stationary phase alti- 
tudes in the thin screen. For the case of discon- 
tinuous lapse rate, the gradient of 6a becomes 
infinite at  ro and a caustic or, equivalently, a 
multipath situation will arise ifAy> 0. A condition 
for the existence of a caustic surface in the neigh- 
borhood about a point U; is dii(ub)/dub + M at 
that point. Figure E-1 shows that point and the 
relationship between the altitudes of the station- 
ary phase points in the thin screen and h,, which 
is defined through eqs. (11.90) and (E.37). 

It is noted that E“(u) has a 6l”singularity at  
(T = 0, which enters through L-(uo) in the evalua- 
tion of the first Fresnel integral in eq. (11.93). 
However, C,-(uo) arises from an integral average 
using the stationary phase approximation; there- 
fore, an average value of 6- over a small neighbor- 
hood ucu, should suffice. 

t---t ..’, h l h ,  

(E.40) 

The method stationary phase (Born and Wolf 
1980) is an asymptotic approximation technique 
for evaluating integrals of complex exponential 
functions such as that given by eq. (11.39). It uses 
the fact that the contributions to the integral from 
the rapidly oscillating integrand largely cancel 
out except in neighborhoods where the argument 
of the exponential function is stationary, or at  the 

1 403 304 8a5 206 

3h 4 5h 3 
E(h) = -k(AyHpo )a-(r,,)H [ - - - 

10.0 1 0 . 0 5  

Figure E-1. Multipath geometry for Ay> 0. 
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Figure E-2 shows the behavior of E(h) for 
typical values of the relevant atmospheric param- 
eters a t  the tropopause. In the vicinity of u, the 
average value of E"(u) (in Fresnel units) is about 
-34(AyHp0) rad. 

Figures E-3 and E-4 show the LEO-observed 
Fresnel perturbations in phase and amplitude for 
a range of Ay values, based on eqs. (11.88) and 
(11.93). Using the asymptotic forms for U(x) and 
V(x) given in Chapter 11, footnote 3, one can show 
that the asymptotic form for eq. (11.88) is 

Altitude, km 

t 7 
-10 : 

-20 : 

-30 : 
-0 

w AyH = 7 /30  

N O  = 0.000070 

ro = 10 km -60 

-70 

Figure E-2. Thin screen phase perturbation. 

(E.41) 

and that eq. (11.93) becomes 

&] + ... 
5' 

(E.42) 

Except within the central region, a distance of one 
or two Fresnel zones about the altitude of the 
discontinuity in lapse rate, these asymptotic ex- 
pressions provide an excellent representation of 
the Fresnel processes, including many of the fine 
structure features and trends exhibited in Fig- 
ures E-3 and E-4. We note that the A- term, which 
has two branches within the caustic zone, scales 
essentially linearly with Ay, but the altitudes over 
which multipath is present scale essentially 
quadratically with Ay. 

The problem of recovery of the values of Ay 
and ro from the phase and amplitude measure- 
ment sequences is related to the problem of how to  
isolate the slope (Doppler) of A- from the back- 
ground Fresnel noise, as well as from additional 
atmospheric noise arising from turbulence and 

other spatial inhomogeneities in refractivity; also 
there is thermal noise from the receiver and a 
likely undersampling problem. The Fresnel phase 
signature from a discontinuous lapse rate is very 
small compared to the nominal phase profile and 
can easily be masked by these noise sources. 
Figure E-5 shows the Fresnel perturbation in LEO- 
observed phase over a short vertical distance 
(-200m) about the discontinuity. On the other 
hand, Figure E-6 shows the total change in LEO- 
observed phase over a similar range. The ratio of 
the perturbed to total phase is roughly propor- 
tional to AyH. 

The Fresnel patterns in Figures E-3 and E-4 
can be used to construct Fresnel filters which, 
when applied to the measurement streams in 
phase and amplitude, could aid in detecting bound- 
ary layer transitions. To obtain a corresponding 
altitude in the real atmosphere, the altitude h in 
the thin screen should be reduced by eq. (11.36) to 
correct for ray path bending. Finally, it should be 
noted again that the thin screen model is a planar 
approximation to a three dimensional propaga- 
tion process involving diffraction effects from a 
boundary surface. A study of the differences be- 
tween thin screen and exact results should be 
undertaken to assess the limits of validity of the 
thin screen model. 
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Figure E-3. Fresnelperturbation in received signal amplitude due to a discontinuity in lapse rate at an  altitude 
of h, =10 km, based on the thin-screen model using the method of stationary phase. At a 10-km altitude, a 
nominal refractive bending angle of 5.4 mrad, a pressure scale height of 7 km, a temperature of 210 4 and a 
dry exponential atmospheric model were used as a reference. The variable h, is the altitude of the straight- 
line path between the LEO (at a 700-km altitude) and the GPS satellite at its point of  tangency with the Earth’s 
limb. At h = 10 km, the nominal value of h, is -5.78 km. The ray path altitudes covered by these plots are -4.5 
to 13 km. To convert the abscissa scale into a time interval in seconds, divide by -3 for a vertically descending 
ray path. Equation (11.36) should be applied to the altitude h in  Figures E-3 and E-4 to correct for ray path 
bending. 
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h, km . ' " I  '11111 

Figure E-4. Fresnelperturbation in a received signal phase (Ll)  due a discontinutiy in lapse rate a t  an  altitude 
of h, = 10 km, based on the thin screen model using the method of stationary phase to evaluate the Fresnel 
integrations. Geometricopticsphaseterm (= & ( E - )  + n ( D  I h)c'(E-)6a2(h-> if E- I h,,, else 0) has beenremoved. 
At a 10-km altitude, a nominal refractive bending angle of 5.4 mrad, a density scale height of 7 km, a 
temperature of 210 K, and a dry exponential atmospheric model were used as a reference. The variable h, is 
the altitude of the straight-line path between the LEO (at a 700-km altitude) and the GPS satellite a t  its point 
of tangency with the Earth's limb. At h = 10 km, the nominal value of h, is -5.78 km. To convert the abscissa 
scale into a time interval in seconds, divide by -3 for a vertically descending ray path. 
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Figure E-5. Perturbation in LEO-Observed Phase. 
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Figure E-6. Total LEO-Observed Phase 
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